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ABSTRACT

In this paper, the patent search service is basethe patent textual relevance information of theual application
requirements. In depth study of the Lucene full tekieval tool kit and related technical basis,w&tend the
Lucene segmentation module,and improve the ordediggrithm Lucene by default, so that the patenrt tetrieval

system designed in this thesis retrieval can suppaitiple patent document format which is commardgd, and
eventually patent information retrieval system usethis study above, can effectively improve tedggmance of
patent related retrieval system.
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INTRODUCTION

The word ‘patent’ comes from Litterae patentes atih, which means the open letters or public I Patents
are issued proof of medieval monarchs used son drprivilege, and later refers to the exclusiights of a
certificate signed by the King of England himselpAtent is the world's largest source of technicfrmation,

according to the empirical statistical analysistepa contains 90% -95% of the world scientific aedhnical

information. Patent Information widespread and peta all areas of science and technology, econantdcsocial
life, with a variety of information in one set, ade number of features. A wide range of subjectei@ by the
patent information, information publishing fastpnavative, highly standardized, as well as reveal fthil details

inventions content. It has become engaged in sfieergsearch, technology development and otheraband legal
norms. It has become an important information iiergtdfic research, technological development arghlenorms
and other essential social and economic activitegresent, the world has about 40 million item®mthe patent
document.In today's rapid development of technolaggvation, patent information is at a speed oferthan 100
million pieces per annum growth.

Retrieval technologies for the analysis of a numblepatents and temporal distribution, status aedds may
reflect the development of the technology. With thehnology in an increasingly competitive worlduntries are
increasingly focusing on patent strategy reseant,though the processing and combination of patéotmation

in patent specification and Patent Gazette ,andllyi make this information into the overall sitioat and

forecasting capabilities with competitive intellige to provide information to support strategicisiea-making

enterprise. With the rapid development of compaigd network technology, people can retrieve padatdbases
through the Internet and a variety of patent-relatgéormation which has become increasingly divekéew to take

full advantage of such huge information resourcethat patents play an important role in many aspeicbusiness
research and patents, patent information retrigystems have come into being.

Full text retrieval is to search the contents of arformation stored in a database in the wholekbmud the paper .
It can be obtained according to the need full tfxthapter, section, paragraph, sentence, wordnrgton, that is
similar to the word for the whole book to add adlalvhich also can be a variety of statistics amalysis.

Full text retrieval technology, is based on datehsas text, sound, image and so on as the maiemrno retrieve
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the document content rather than the appearandb.tié development of computer industry, the compstorage
devices carriers more and more electronic infeiona the information can be roughly divided intavot
categories: structured data and unstructured testaally structured data refers to enterprise firg@raccounts and
production data, student score data and so onthendon structured data is some text, image datadsand other
multimedia data and so on. According to statisticsstructured data occupies more than 80% of them of the
whole information. Full-text retrieval technology @ne of the most common information retrieval aggplons, and
also is a very efficient information retrieval tedhogy. It is a powerful tool for dealing with unsttured data, but
also the general search engine information retrim@s. It greatly improves the data to find sfiecinformation
from a vast complex data efficiently.

Lucene is a Java full-text search engine. Lucem®isa complete application, but rather a codafijpand API that
can easily be used to add search capabilities plicagions. Lucene is a high-performance, scaldhletext
information retrieval tool kit, and it is not allftext search engine, but a full-text search eagamnchitecture,
providing a complete query engine and indexing esgpart of the text analysis engine (in Englisd &erman,
two kinds of Western languages).It provides a simplut very powerful core API, people can quickhdaasily
integrate it into the application to increase thdexing and search capabilities. Lucene is desigoquovide an
easy-to-use software developer kit to facilitate thalization of full-text search function in ttegget system, or as a
basis for establishing a full-text search engine.

In this paper, the patent search service is basdteopatent textual relevance information of tbesa application
requirements. In depth study of the Lucene fullt testrieval tool kit and related technical basisgtend the
Lucene segmentation module,and improve the ordedigorithm Lucene by default, so that the patexit tetrieval
system designed in this thesis retrieval can suppaltiple patent document format which is commoused, and
eventually patent information retrieval system usethis study above, can effectively improve thegfprmance of
patent related retrieval system.

LUCENE

A. Introduction of Lucene

Lucene is a Java full-text search engine. Lucem®isa complete application, but rather a codafijpand API that
can easily be used to add search capabilities pdications. Lucene is a high-performance, scaldbletext
information retrieval tool kit, and it is not allftext search engine, but a full-text search eagamchitecture,
providing a complete query engine and indexing eagpart of the text analysis engine (in Englisb &erman,
two kinds of Western languages).It provides a simplut very powerful core API, people can quickhdaasily
integrate it into the application to increase théexing and search capabilities. Lucene is desigoqutovide an
easy-to-use software developer kit to facilitate thalization of full-text search function in thegget system, or as a
basis for establishing a full-text search enginge &bundant use of Strategy design pattern in leut@wikit, make
the application interface design flexibility. Thasers can take advantage of these interfaces,noizsim to suit their
own needs language parser, query analyzer andesrawl

Doug Cutting originally wrote Lucene in 1999[1]. Was initially available for download from its hona¢ the
SourceForge web site. It joined the Apache Softwarendation's Jakarta family of open-source Jaweaypts in
September 2001 and became its own top-level Appadject in February 2005. Until recently, it inckala number
of sub-projects, such as Lucene.NET,Mahout, Sadr ldntch. Solr has merged into the Lucene projestfitand
Mahout, Nutch, and Tika have moved to become indé@et top-level projects. Apache Lucene is a figero
source information retrieval software library, anglly created in Java by Doug Cutting. It is suged by the
Apache Software Foundation and is released undeAgache Software License.Lucene has been porteth&y
programming languages including Delphi, Perl, C#+®ython, Ruby, and PHP[2][3].

B. Lucene's structure and function

Lucene full-text retrieval system has two main fimes: one is the establishment of index datababkigh is about
to be indexed data source via the parser parse;cahent of the cut after word segmentation indexage, the
second is the search index library, which meeftctinditions of the document to find out from thdex database
according to the user's query condition, will réegulin order to return to the user [4][5] .

The Lucene source code has 7 packages; each pactageomplete a specific function. There are 3 noaire

classes: language analysis package, indexing maneagepackage and retrieval package. Concrete amas/ss
shown in thale 1:
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Table 1. Lucene Function

Name Function

org.apache.lucene.analysig language analys|

]

org.apache.lucene.document  document management

org.apache.lucene.index index management
org.apache.lucene.queryParser query parser
org.apache.lucene.search search managemgnt
org.apache.lucene.store data storage
org.apache.lucene.util public classes

® org.apache.lucene.analysis

The language analysis package is mainly used #rstiurce file content of word segmentation, thisisaally
achieved by the extension of Analyzer (classes sscBimpleAnalyzer, StandardAnalyzer etc.), cutbiagk to a
TokenStream,Then use the TokenStream in the neméi)od to remove a word. According to certain ssggation
rules,the method would put an article from A toidided into words, and after processing, calcutatd each word
in the position and frequency of occurrence inghele. The default language parser can providgligim German
and Russian analyzer.

® org.apache.lucene.index

Index Management Pack is the core of the wholeegysthe main provider of the library to read andeninterfaces.
This package contains IndexWriter and IndexReadiimtwo classes, it can call other classes withim package,
in order to complete the creation of index databaskl, modify, delete, index and reading index andon.
Initialization and full-text indexing records aabed through the class to complete.

® org.apache.lucene.search

Retrieve the package mainly provides retrievalrfatee, you can create a search of the bag by gal@archer class.
When you enter a query, retrieval device to re&ighe index file by analyzing the query, get therguesult set.
The retrieval device using the method of IndexSsarsearch (Query), returned the Hits resultseadidition, with

the query analysis package, you can customizeubeyqules, support "and", "or", "not", "belongingfong other
complex query query.

Structure of Lucene is clear, and each packet kmsown mission, such as org.apache.lucene.seanch fo
search,org.apache.lucene.index is responsiblehéintdex,and org.apache.lucene.analysis is respersi the
segmentation of words. The main action of Lucenesed in the abstract classes, which is facilf@atexpansion.

C. Lucene index structure

Lucene uses the inverted index structure as arxioflthe center of the word to establish the magpeiationship
between words==>document. When searching, it i®das the word to search for documents, rather than
looking for documentation to find words.

® Segment

Lucene index may consist of multiple sub-index coasifion, these sub-index called segments. Eachosets
completely independent of the index that can becbea. The index is: to create a new paragraphgenearagraphs
which already exist for the newly added documenheW searching index, more than one segment or plaulti
indexes may be involved, and each index may beiged\by a number of segments.

® Document

Lucene uses an integer number of documents toatalithe document. The first index added to thexrafethe
documents is the No. 0, and the order will be added document by a number incremented from theique
number. When deleting and inserting, document numlilé change, so it must be careful to store thesmbers
within Lucene external storage.
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® Field

Field is an association of tuples, consisting ofame and a value domain. Field name is a strind tlaa value of
the field is a term, such as "title" to form a dielThe title should be used in the search ressidist will be added to
the document as a field object. These fields caimdbexed, also can not be indexed, while the oalgitata can also
choose to save in the index. Field stored in tldexnof the search results page which is createtevgkarching is
useful. Field values can also be tokenized, whielams that an input to the analysis proceduredeiliroken down
into the contents of the token that can used irséfaech engine.

® Term

Term is the smallest unit index concept; it dingcdpresents a string and its position in the fie, information such
as occurrences.

The Lucene index is composed of several segmeats, segment is composed of a number of documeath, e
document is composed of a number of fields, eaad f§ composed of a number of terms.Term is thallest unit
index concept, it directly represents a string @sgbosition in the file, the information such aorrences.Field is
an association of tuples, consisting of a nameaavalue domain. Field name is a string, and theevaf the field is
aterm.

D. Application and advantages of Lucene

Lucene API interface design is relatively commamj ¢he input and output structures are like a detaltable ==>
records ==> field.So many traditional applicatiamcdments, such as the database can be easily mappadene
storage structure interface. Overall, we can useehe as a support full-text index database systemally
followed by a relatively thick books are often atiad to keyword index table (for example: Shandd2g34 pages,
Jiangsu: 3,77 pages......), it can help reader® muickly find relevant content pages. The databiadexes can
greatly improve query speed. The database indeotidesigned for full-text indexing, so in the usfe"like"%
keyword% ", the database index is ineffective. Wieu use "like" query, the search process hasrheargodic
process which is similar to the open books pagpdne, so the “like” query is harmful for the dstae service
which contains fuzzy query .So the establishmerarokfficient retrieval system is the key to estibh similar
technology index reverse indexing mechanism, the slaurce (such as articles)sort order is stor¢lgeasame time,
there are also a sorted list of key words, usestdre the keywords = = > article mapping relatigmstne mapping
relation between the index of this: [keyword ==>rd® article number, number of occurrences (inclggiosition:
start offset, the end offset), frequency of ocauesd. retrieval is a process of fuzzy query intdtiple exact query
logic combination can use the indexing processa$ao improve efficiency, multi keyword queries &d| text
retrieval problem boils down to the end is a segirgnproblem. Fuzzy query retrieval process is@odme more
than one process that is a logical combinatiorretise queries using the index. Thus greatly impiiwe efficiency
of multi-keyword query. To make a long story shéutl, text retrieval problem is a scheduling prahble

The core features of Lucene index structure throagbpecial mechanism to achieve the full-text indaxd

traditional database full-text indexing mechanisnmot good, this mechanism provides full-text irdgxextension
interface to facilitate for different applicatiofrem the line customization. The biggest differemsahat full-text

retrieval and database applications: Let the 1i(s1 results are most relevant to meet the needwoé than 98% of
users.

Lucene is different from most of the search (dasap@ngine, it does not use B tree structure totaiai index. The

B tree structure will lead the index updating neddt of IO operation. Lucene constantly creates imelex file in

the extended index, then periodically put these seall index file into the index (originally in thepdate strategy,
different batches of size can be adjusted, strasecfin be customized). In the premise of not afifg¢he retrieval
efficiency, improve the index efficiency. Lucenethe engine frame a good text retrieval, with opeurce, cross
platform, is not limited to the data source, easyexpand, higher index efficiency advantages, \seriyable for
constructing full-text retrieval system. Withoufeatting the efficiency of the premise retrieval,ceme improve the
efficiency of the index. As an excellent framewofdr full-text search engine, Lucene has open squrce
cross-platform, and it is not limited to the daturke, and easy to expand with index and highieffiy. It is
suitable for construction of full-text retrievalstgm.

CHINESE WORD SEGMENTATION TECHNOLOGY
A. Necessity of Chinese word segmentation

Information retrieval is based on the analysishef text, and the text analysis is largely a procdssinguage.
Currently in natural language processing techngltigg Chinese processing technology lags far belidtern
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processing techniques.Because of English takesvtind as a unit, separated by space, so English esggtion
algorithm is easy to implement. And Chinese takescharacter as a unit, a word or a plurality ofdveombination
can have their own meaning, no distinction betweanrked between words, to achieve a certain dedrdifioulty,
so Chinese word meaning is particularly important.

Chinese word has a great influence on the Chiresels engine. For search engines, the most imgdhisug is not

all found, but the most relevant results at the wlpich is also known as relevance ranking. Chirvesel accurate
or not, will directly affect the relevance of sdamesults sorted. For a good search engines, vgoeddential to a
core module, the quality of the analysis will ditgadetermine the search engine results relevandeaacuracy.

® Existing segmentation methods

At present the research of Chinese word segmentat&thod mainly has three aspects: word segmentatethod
based on string matching, word segmentation mebias#d on the understanding and word segmentatitimoche
based on statistics.

® Word segmentation method based on string matching.

Segmentation based on string matching method,callled mechanical segmentation method, which igdan a
certain strategy to match the character stringwod! thesaurus entries .If you find a correspondingry in the
thesaurus, the matching success. Currently prhdigsiems are basically word segmentation methagdan
string matching, supplemented by a small numbdexital, syntactic and semantic information. Thediion of
the scan is different, based on string matchingresgation method can be divided into forward anderse
matching methods matching word segmentation methodording to different priorities match lengtha dae
divided into a maximum matching word segmentatiaihrad and the minimum matching method.

In general, there are three basic word segmentatigthod in mechanical word segmentation methodghwts the
maximum matching method, the maximum reverse magchnethod and word by word traversal method.
Advantages of lexical dictionary is based on a $inglgorithm, easy to implement, maintain updatgt in the
case of incomplete dictionary, the algorithm does necognize text that appears in a large numbarm&hown
words, the lack of global information, resultingambiguity segmentation problem. Moreover, becahseword
itself does not define a standard, and there ignifmrm standard dictionary, so different dictiolearhave different
ambiguity, and poor accuracy of segmentation.

® \Word segmentation method based on statistics.

The basic principle of word segmentation methodelamn Statistics: in view of the form, the wordsiable word
combinations, so in this context, more adjacentds@ppear at the same time, the more likely cossita word.
Therefore the frequency or probability of co-ocemce words adjacent can well reflect the reliabitif a word.

Through a combination of frequency statistics ofheavord co-occurrence in adjacent large-scale &rpol

calculate the mutual information of their. Mutuafarmation reflects the relationship between thgrde of Chinese
characters closely.

When the tightness is higher than a certain thildslyou can think of this word may constitute a @ofhis method
is only on the frequency of word combinations cartiatistics, without segmentation dictionary, \his also
called non-lexical or dictionary of probability astatistics methods. Word segmentation method basestatistic
learning method is based on the large-scale cothissmethod is more widely used at present, aedeffect is
better. The statistical model used for: Hidden Marknodel, maximum probability model, N model, mietaguage
source channel model.

Advantage of statistical method is: from a largering corpus, it summarizes and analysis coraatiformation

inside the language, and add it to the statistinatlel. For statistical method, the size of thentraj corpus,
seriously affecting the effect of word segmentatittre credibility of the training set is small mbde low, word

segmentation effect is poor, while on the one hahd, training corpus large data sparseness proldeeatly

reduces the effect of word segmentation;, on therdtand, different areas of the corpus for stesismodel plays a
decisive role, such as: news corpus and patenatiibe corpora is a corpus of different profesdidietd, there are
great differences in the content, the news corpaisihg went out of the statistical model segmeatapatent
corpus, is bound to get good segmentation effect.

The segmentation algorithm is much more mature@adtical method of statistics and dictionary afeatively

combined, for example, Chinese Academy of Scienfd¢ke Chinese lexical analysis system ICTCLASdgediin
multiple hidden Markov model. They are extendedht original hidden Markoff model, the model isrhepplied
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to the splitting atoms, unknown word recognitiorsdxd on multiple levels and categories of hiddenKdfrthe
word segmentation, the segmentation algorithmse alsufficient, because hidden Markoff model agstion of
independence, the inability to consider the charatics of context, limited feature selection, that access to
context information of words from the training cosp ignoring the context information for the segtagon of text.
word segmentation method based on the understanding

Word segmentation method is through the computenulsition based on the understanding of people's
understanding of the sentence, to achieve thetaffagord recognition. The basic idea is the pastecof syntactic
and semantic analysis at the same time, the usgntéctic and semantic information to deal with auly. It
usually consists of three parts: subsystems of weginentation, syntactic semantic and total coqant. Under
the coordination of general control part, word segtation subsystem can obtain about words, serserut other
syntactic and semantic information to judge the dveegmentation ambiguity, which simulates the psscef
people's understanding of the sentence. This Kingbed segmentation method needs to use a lot oivledge and
language Information. Due to the general and theapdexity of Chinese language knowledge to the wario
language information is organized into a machine darectly read the forms, so at present basedhen t
understanding of word segmentation system isistéixperimental stage.

In contrast, mechanical segmentation method is Isimpore concrete and practical, but also can aehiggher
accuracy, but prone to ambiguity segmentationisizdl segmentation method is not restricted tavbeking with
text fields do not need a machine-readable dictiesabut it requires a lot of training text toadsish parameters of
the model, the method of calculation than the largéile its precision and training text word thelextion.
Understanding of word segmentation algorithm cowxipfeis high, its effectiveness and feasibility deeto be
further verified in practical work.

B. The difficulties of Chinese Automatic Word Segmetation

Automatic word segmentation is the first step innébe Natural Language Processing, not only inNb&ural
Language Processing occupies a very importantiposibut also restricts the Chinese informationcpssing as a
bottle neck in development, many researchers cdaduconsiderable research on it, but there ark rathy
problems not well solved. To sum up, the diffiquitints in Chinese word segmentation mainly hasetlaspects as
follows: the standard of word segmentation, amltygand unknown words recognition.

® Structured word segmentation.

To make Chinese word segmentation, first word shdnd standardized, so as to allow the machine teeciy
distinguish the characters, words and phrasesoidth the Chinese word has many years of study epbtg so far
the country still do not have an open, widely redmgd, actionable segmentation specification, 1sothere a
universal scale evaluation corpus. This makes itidings of many researchers lack a fair compatsgpihereby
constraining improve Chinese word segmentationrtelctgy, real mature public rarely useful segmeatatiool
used by the general public.

Chinese word segmentation is the first difficultfiytbe concept of the word is not clear. Written 1@&se is the
sequence of words, there is no obvious intervalkrb&tween word and the word, makes the term defasethe
lack of common standards. What word is, namely, ahstract definition of words; What are words, vwsaf
specific definition. The definition of "word" in @iese has been the Chinese language and the fothes debate,
on the one hand, how to distinguish the single waadd morphemes; On the other hand, how to didshgu
between words and phrases (words).Thus far halexlfeo come up with a recognized, authoritativaidi@ry. In
addition, for the understanding of the Chinese ‘tdlpbetween the native Chinese speakers testaes$ting, the
results show that the words in Chinese text onBg &bproval ratings, strictly speaking, Chinese waggmentation
is a problem that there is no clear definition.

Geared to the needs of different applications,eheay be different types of word segmentation systnd the
segmentation result is difficult to use uniform segtation criterion to evaluate, need to reachetffect of word
segmentation also have very big difference. Scedniitard participle specification, one of the impottreasons is
the application of different systems has diffenerguirements for the participle code. National buref standards
issued in 1992 as a national standard of "stangfairformation processing in modern Chinese womghsentation”,
in this specification, most regulations are throeghmples and qualitative description to reflecanM rules require
participle unit to "combine closely, the use ofuslity”, this regulation is easily influenced bytgactive factors, it is
difficult to grasp the operation scale. Thus theetsfication" and not let people fundamentally thiri@se words a
unified understanding, in this case, establishia dad open Chinese automatic word segmentatiotuatian
standard as well. Since July 2003, the first irmiomal Chinese word segmentation Bake off evabnasictivities
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carried out since the Chinese automatic word setatien technology has made gratifying progress, dué to
provide training and test corpus Bake off unit hta®wn participle standard and vocabulary, isrtt@n purpose of
the evaluation is to promote the progress of Cleinesrd segmentation technology, didn't produce idotm
segmentation criterion. Therefore, for a word segpai®n system, formulate a unified code of worgmnsentation
is an important issue.

® Ambiguity segmentation fields.

Automatic second term difficulties faced by the #gunity of the text segmentation field, ambiguitglél situation is
quite complex, there are two typical situationg thtersection of type and combinational ambiguitsnbiguous
phrases of overlap type. In field AJB, &W, and JB= W, says AJB for ambiguous phrases of apesipe, among
them A, J, B for string, W for glossary. Combinatiambiguity fields. In the field AB, ABW, A€W, BEW, is

called AB combination ambiguity fields. Among thémB for strings, W for glossary.

® The unknown word recognition

Unknown words are defined as those that have nen Isgstem dictionary words, its variety, mainlylinies the
new technical terms and proper nouns, such as nagfe® names, Chinese translated name, orgamizatime
(referring to the organs, organizations and othstitutions). Before an unknown word theory is ®dxpected, to
artificial pre added to the vocabulary (but thi®idy an ideal state, in the real environment iseasy to do); after
an unknown word is completely unpredictable, notematow large vocabulary, also cannot include. dditon,
because each specific word segmentation systeng ttsendictionary capacity is not the same, a werdriknown
word is relative to the Chinese word segmentatimtesn specific terms. For a certain word segmeatystem, it
may be unknown words, but in another word segmiemtal/stem is not necessarily a nun known word.

Identify unknown words on a variety of Chinese mfi@ation processing systems not only have directtjwa
significance, but also a fundamental role. Becausariety of Chinese information processing systesgsiire the
use of word frequency and other information, if dan the unknown word recognition system is notrexir
statistical information will be a great gap. Suchtext proofing system, if the system does not hheeability to
identify new words, you can not determine the usth® word in a sentence is reasonable, and therefould not
check the mistake lies. To correct segmentatiomé&da text statement requires segmentation systera hartain
ability to identify unknown words, thus improvindpet accuracy of segmentation. The unknown words from
universal existence in Chinese text, to identify timknown words in Chinese automatic word segmientat/stem
plays an important role, the current of the unknavard recognition accuracy evaluation has becomingortant
symbol of word segmentation system is good or BH8][.

FEATURES OF THE SYSTEM

Open your browser and enter "http://localhost:8080/omLucene/index2.jsp”, the browser will jump tet"TRIZ
theory topics consulting quiz robot" home, in théddfe of the pop-up page in the search box to enter
guestions to consult, and then click on the sebohto the right of the search button, as showRignl. To enter
the question "What is TRIZ theory?" For exampleckclon the search button, the robot will be given a
consistent problem with your input or relativelpst to the answer, you can click to see the detldsed to
the answer, the page is shown in Fig.2:

T8 R Wadors Wemet et =]
B = [€ i tocatostastvendsirest 15 4 x| [@ 5=F, gavms o~
w= |

EaEEs B8 -0 @ E- 229 IR0 @ 7

ory of

TRIZBEXAAENBA

17, 4mR% 1 7. HEE o mE

Fig. 1: Features of the System Fig. 2: Retrieval result of the System
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CONCLUSION

In this paper, the patent search service is basdteopatent textual relevance information of tbeual application
requirements. In depth study of the Lucene fullt testrieval tool kit and related technical basisgtend the
Lucene segmentation module,and improve the ordafigoyithm Lucene by default, so that the patexit tetrieval
system designed in this thesis retrieval can suppattiple patent document format which is commounbed, and
eventually patent information retrieval system usethis study above, can effectively improve tlefprmance of
patent related retrieval system.

Retrieval technologies for the analysis of a numblepatents and temporal distribution, status amedds may
reflect the development of the technology. With thehnology in an increasingly competitive worlduntries are
increasingly focusing on patent strategy reseant,though the processing and combination of patéotmation

in patent specification and Patent Gazette ,andllyi make this information into the overall sitioat and

forecasting capabilities with competitive intellige to provide information to support strategicisiea-making

enterprise. With the rapid development of compated network technology, people can retrieve pafetabases
through the Internet and a variety of patent-relatgéormation which has become increasingly divekéew to take

full advantage of such huge information resourcethat patents play an important role in many aspefcbusiness
research and patents, patent information retrigystems have come into being.

Full text retrieval is to search the contents of ariormation stored in a database in the wholekbmud the paper .
It can be obtained according to the need full tfxthapter, section, paragraph, sentence, wordnrgton, that is
similar to the word for the whole book to add adlalwhich also can be a variety of statistics amalysis.

Full text retrieval technology, is based on datehsas text, sound, image and so on as the maiemrno retrieve
the document content rather than the appearandb.tié development of computer industry, the compstorage
devices  carriers more and more electronic infeiona the information can be roughly divided intavot
categories: structured data and unstructured testaally structured data refers to enterprise fir@lraccounts and
production data, student score data and so onthendon structured data is some text, image datadsand other
multimedia data and so on. According to statisticsstructured data occupies more than 80% of them of the
whole information. Full-text retrieval technology @ne of the most common information retrieval agapilons, and
also is a very efficient information retrieval tedhogy. It is a powerful tool for dealing with unsttured data, but
also the general search engine information retrimas. It greatly improves the data to find sffiecinformation
from a vast complex data efficiently.

Lucene is a Java full-text search engine. Luceneot a complete application, but rather a codmatiband API
that can easily be used to add search capabildiepplications. Lucene is a high-performance, adal full-text
information retrieval tool kit, and it is not allftext search engine, but a full-text search eaganchitecture,
providing a complete query engine and indexing esgpart of the text analysis engine (in Englisd &erman,
two kinds of Western languages).It provides a samput very powerful core API, people can quickhdaasily
integrate it into the application to increase thdexing and search capabilities. Lucene is desigoquovide an
easy-to-use software developer kit to facilitate thalization of full-text search function in ttegget system, or as a
basis for establishing a full-text search engine.

In this paper, the patent search service is basdteopatent textual relevance information of tbeual application
requirements. In depth study of the Lucene fullt testrieval tool kit and related technical basig extend the
Lucene segmentation module, and improve the orgeigorithm Lucene by default, so that the patext tetrieval
system designed in this thesis retrieval can suppaltiple patent document format which is commoused, and
eventually patent information retrieval system usethis study above, can effectively improve thegfprmance of
patent related retrieval system.
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