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ABSTRACT

This article provides a viable method to measure the barriers in Air Transport Services Trade and the economic
effects of the liberalization, which is an initial attempt in China Air Transport Services Research. Through the
research, this paper concludes that opening transport services not only makes a great contribution to the services
trade, but also plays a significant role in promoting goods trade and economic growth. Opening transport services
could reduce the cost of transport services, and it could have the same effect as reducing the protective tariff. One
effect of reducing the cost is the increase of goods trade volume. Another conclusion of this paper is about the
economic tie between the cost of transport services and economic growth, that is, if the transport costs double, the
annual economic growth rate would be halved.
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INTRODUCTION

In the modern information environment, library erapis increasingly on the development and utilizatid the

network information resources, being discrete, dieg diversity, the vast online information incemence people
in the process of retrieving information. So howskarch the Internet information needed efficiemlya big

problem. An excellent computer information retriesgstem can improve the accuracy and convenierezly.

Compared with manual search, the biggest advantaigesmputer retrieval system lie in that it caasdify the

information automatically, form the indexing andatzase in the vast information resources and sehechccurate
and comprehensive information rapidly. So, the tethe performance of retrieval is of indexing afge amounts
of information.

1. TheCharacteristicsof the Current Library Network Infor mation Resources

It consists of various data sources (e.g., newslest research papers, books, digital library Web page) of a
large number of documents. Because of the rapiavthref information available electronic formats,chuas
electronic publications, electronic mail, CD-ranmdathe world wide web( it can be also seen as aehug
interconnected, dynamic database), etc., most destgstored in the database data is so-called stenditured data
(semistructure data), which is neither structurelasr structural completely .For example, a documeay contain
structure fields such as the title, author, pulilicadate, length, classification, and so on, iyrakso contain a lot of
non-result text element, like abstract and contenthe late database research field, there asrge Inumber of
research of relevant semi-structured data modeling implementation. what's more, information retle
technology, such as text mining, has been useddbwith unstructured documents. [1]

2. TheKey of Library Network Information Retrieval Technology, Automatic Classification

2.1 Text Mining and Automatic Classification
The traditional information retrieval technologyshaot adapted to the needs of increasing amountsxbfdata
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processing. Traditional taxonomy for formal publioa of the printed literatures, attaches greatartgnce to the
integrity, the logic of knowledge system, on theibaf subject classification and knowledge classiion, category
structure is rigorous, has adopted the alternauoioes, compiling annotation, equipping, and sesttengthen the
connection between the category, Traditional takmynoan not adjust to the diversified and highly aiyrc disorder
online information resources .A typical traditiomatrieval is to find out a small part related toiadividual or a
user from a large number of documents. It is diffito form effective query, analyze and extragtfusinformation

from data without knowing the contents of the doenmmUsers need related tools to complete the cosgraof

different documents, as well as the arrangemeihpbrtant and relevant documents, or to find oet platterns or
trends of multi-documents. [2]

The main task of the information retrieval is tooyide users with the corresponding document infoiona
according to their request of the query. With theréasing volume of information processing anddémand for
information, an analysis and processing of thellefelocument database will become the inexorakeleelbping

trend. As an effective way to acquire knowledget taining is a text information processing techmyylovhich

developed on the basis of in information retrievials one of the emerging branch of knowledgemahagement
research field and provides an effective waysHertext information collection, analysis and miniige traditional
information retrieval or access to information, nigiretrieve the relevant document information frahe

document database according to the query condipoovided by the customers. In order to improveabcuracy
of the information access, retrieval system inasathe related processing, such as the method®aifreent
classification, automatic abstract, and keywordsmatic extract, users can find the needed infaonagasily.

Automatic document classification is an importattmining work. Because of numerous online docuatem,

classification and organization for it automatigdibr the convince of retrieval and analysis of teeument is of
great importance. Automatic classification of netkvimformation is to collect and analyze of clasifobject and
include it into relevant category of certain clfied system with the assistance or the replaceimgicomputer .On
the basis of the principle of co-occurrence, Autbmelassification analysis statistically by extiiag the content
features of network information, identify the werdepresenting its information content furthestd dénen set
similarity analysis of the classified system wordsletermine the type of the information belongsetatitie them
with certain classified logo(verbal, class numéed a sort of code).

2.2 The Types of Automatic Classification
Text categorization refers to the computer (or o#ities or objects) classify and mark the tectaading to a
certain classification system or standard.

There is no essential difference between the pnolb&text categorization and other classificatiorishe method
put in a nutshell in matching which is unlikelylte complete according to some of the charactesisticlassified
data of course. So the optimal matching results imeig€hosen to finish the classification accordinff]

1. the Word Matching Method

Word matching method is the earliest proposed ifieaston algorithms. It only judges if the docuntdrelongs to a
certain category according to whether it include tame words with taxon (plus the processing with t
synonymous at most) .Obviously, this mechanicahoets too simple to bring good classification effe

2. Knowledge Engineering Method

Knowledge engineering method defines a large nundfeinference rules for each category with the hefp
professional. if a document can meet these inferealkes, then it can be predicated belongs ta#tegory. The
degree of match here with specific rules becomeliagacteristic of the text. Due to the artifigia¢dicating factors
in the system, the degree of accuracy is greatfyroved than word matching method .But the do#gf this
approach is still obvious, for example, the dyadf classification relies on these rules severtigt is to say, it
relies on "people" who setting the rules.

3. Statistical Learning Method

Statistical learning method requires a number aueate classified documents by artificial documaststudy
materials, computer unearthed some effective diadgsiules from the documents, this process iedaifaining, and
the summarized collection of rules is often refen® as classifier. After the training, it is nes@y for the classifier
to categorize the documents the computer had rseear before.

Nowadays, statistical learning methods have bectireeabsolute mainstream in text categorization. Tran

reason is that many of these technologies havédichteeoretical foundation, clear evaluation cidemls well as the
actual good performance.
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The frequently-used classification algorithm cotssief following methods: the decision tree, Roc¢chiaive
Bayesian and neural network, support vector mact®éM), linear least square fitting, KNN, genetigaithm,
the maximum entropy, Generalized the Instancee®et,

Rocchio algorithm: It is called the "centroid" #otake a mean to get a new vector in the samplandect of a
category called the "centroid”, which is the megiresentative vector. Compare the degree of sityilaetween the
new document and centroid to confirm if it doesobglto this category.

Naive Bayes algorithm: It concerns about the prditalof a category that the document belongs thjalv is equal
to the comprehensive expression of probabilityheftategory of each word of the document. And tobability of
the category that each word belongs to can bghtguestimated through its frequency in the catggoaining
document to a certain extent, thus makes it feasfbf the whole calculation process.

Nearest neighbor (KNN) algorithm: calculate theikinty of the feature vector of the new documemd ghe vector
of training document in each document after the deaument is given and get the K most similar doents with
the nearest article and predicate the categorjhefew document belongs to according to the cayegiothe K
documents, which is very suitable for the demantthefvariational classification criteria.

SVM (Support Vector Machine): Based on VC dimendio@ory and structure risk minimum principle oftistical
learning theory, this method seeks the best comisemtetween the complexity of the model (i.e. tpectic
learning Accuracy of training samples, Accuracy &marning ability (i.e., not wrongly's ability identify random
sample) to get the best generalization ability {flog generalization ability) according to the linditsample
information.

2.3 The General Seps of the Automatic Categorization for the Network Information

Document classification includes the processesxdféxpression which can be subdivided into thegsees of text
preprocessing, indexing and statistics, featureaetibn and so on, text categorization classified #aining, the
evaluation and feedback of classification res(dtk.

As shown in the figure below is the processor dfofwatic classification of network information:

N 2
)
m — 5 0 w m L3
x o a3 5 o) < =
= > = o) L8
= - (0] (=4 (=3 = ) ©
8 ° x 28 a 5 =1
= @ p O =, ! Q
o QD 3
S L3 I e (=R
o =4 o '
S 3 =
m 5
o &, 3 o
=4 > ﬁ 7] u
E (o]
ﬁ =
3 < |
—
Knowledge Base Index Data

The overall function module for text classificatisystem:

(1) Pretreatment: Format the raw corpus to unify the fiermat for the subsequent unification manageméexkt
preprocessing includes the transformation of dffiertext formats, the special position and tagth@text of the
processing, the generation of textual XML represtéon and other steps.
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(2) Index: the document is decomposed into the basicgssing unit, and at the same time reduces theequbnt
processing overhead. Indexes including the wonah igxtraction, selection and weighted index entrggs, Term
extraction refers to the term split from the texekpress the content; the selection of index emttepends on how
to deal with the meaningful text unit and the comaltion of these units natural language rules.

(3) Statistics: word frequency statistics, the relgiszbability of term (word, concept) and classifioat

(4) Feature extraction: extracted from the documenteftect the characteristics of document theme,uigiclg
feature vector, removing stop words and functiorrdsp the concept of network, etc. Words are weibte
analyzing the importance of it in the text and filsgjuency statistics and the weight determine wiwolnds can be
used as the content feature of the subject coofahe text.

(5) Classifier: Classifier data contains class cemerds and the related probability of classificatidirst extract
the feature and classification of the knowledgestiasformat the vector space model to conduct anityl matching
to cover each feature item as the main categoogju@ing crossing category). Then find out the catggnatching
with the other feature categories as the seconcdatggory (including cross category), which is diaal step in
automatic classification.

(6) Evaluation: classifier analysis of the test resutork out the text abstract and other identifythgough the
artificial or computer.

(7) To store the text in the database after indgaimd description.

(8) To classify the site in the navigation systerd aort it automatically.

2.4 The Evaluation Methods of Automatic Text Classification

Assume that the artificial classification is enjreorrect and eliminate factors of personal thirgkdifferences, the
closer the results is to artificial classificationes, the higher the accuracy of the classificaspwhich implied the
two indicators of the evaluation text classificatisystem, the precision and recall. The formehésratio that all
the judgmental texts is identical to the texts he trtificial classification results, its mathematiformula is as
follows:

thecorrectnumberof thetextclassificéion
theactuanumberof textclassificgion

precision =

Recall is the ratio of the text which is consistesth the one in the artificial classification rétsy the mathematical
formula is as follows:

_ thecorrectnumberof thetextclassificaion
thepropemumberof text

recall

Precision and recall reflects the two differenteasp of quality, both of them must be consideretim@hensively
and cannot be ignored, therefore, there is a naluation index, the F1 test values, and its matltiealgormula is
as follows:

accuracyatex recallratiox 2

Fltest vales= _
accuracyate+ recallratio

In addition, there are two methods, micro averagkraacro average, to calculate the precision, Iracal F1 value
method.

Micro average: calculate each kind of precisionalleand F1 value.
Macro average: calculate the total precision, tecal F1 value.
The target of all the text classification systernisnake its process more accurate and rapid.

3. TheDevelopment Trend of the Library Network Information Retrieval

3.1 Personalized Development Trend

On the one hand, the development of the networkemtkpossible that the library database in the odtw
environment develop in the direction of large-sagand integration and makes a batch of even a g@mnferminal

or a site can become a small database simultanedir data that is available to be checked pravlmethis small

database check often is very professional and paliged, and with the continuous development of cauntry

library network, the computer terminals and the sitll be more and more, therefore, the developntesrtd of

personalized is one of the features of libraryrinfation retrieval in the future.
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3.2 Sandardization Development Trend

The diversity and complexity, as well as the dispsr and disorder of the network information affdwt library
network information retrieval seriously. Therefotbe measurement standard of network informatiorstnfoe
normalized as soon as possible to end the curtetst sf disorder and a set of network informatiecording, data
organization, information retrieval and retrievabults standardized criteria must be set up. Stdizdgion is the
priority of network information retrieval and alsbe development trend of information retrieval e thetwork
environment.

CONCLUSION

The library network information resource developtmisnrapid in our country at present, the trendslediring and
complementary of network resource between libraisesmore and more obvious. Hence, the high efiijeof
computer retrieval system must be studied to makessible for the readers to retrieve the needémtmation in
the boundless network resources while the automaassification technology play a crucial role. Withe
improvement of retrieval efficiency, the librarytwerk information resources utilization will be pnoted greatly
which can provide the readers with more efficierd &igh quality service.
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