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ABSTRACT

One of widely used program in Structural Equationddling was Analysis of Moment Structure Prograhnis t
software was broadly used in management and orgtaiml behavior research. The program could help
researchers to process data in various aspectsh sicdata exploration analysis, confirm a theoratimodel,
contrast the alternative model to select a supenmdel, to determine the degree of effect amongrakfactors,
etc. This paper attempt to give a synoptic intrditurc of the software for introduction. For examptae basic
principles and elementary knowledge for Analysisvimiment Structure, the application and functiordfiehe
superiority of its use in model contrast, and thdvancements of its contrast with other structurglagion
modeling software. The evaluation and review oflygia of Moment Structure was also provided.

Key words. analysis of moment structure; structural equatimdeling; management and organization behavior;
latent variable

INTRODUCTION

The data process method which was Structural Emudodeling (SEM) technique was extensively used in
management, social science, and psychology resdaltls, etc. This method was designed to expldre t
relationships and effect among observed variabteslatent variables, which also called measuredhbbes and
unobserved, the effect size among latent variabkes also included. Structural equation modeling veagrd as
included and integrated other statistics analytioethods such as regression analysis, path anabyrsisfactor
analysis. Structural equation modeling had conthim@® parts which were measurement model and agsigtmodel.
Each equation represented a causal relationshipgth@erated a hypothesis which can be test by astigrthe
structural parameter of the relationship [1]. Faanw college graduates and journal paper, the siaicequation
modeling was a compulsory advanced course fordurdsearch or published. This graduate coursevievesd the
application of structural equation modeling to vas analysis problems confronted throughout thardegtional
behavior, human resource management, applied plegphalevelopmental and  educational psychology,iasoc
science and behavioral science.

Currently, there were several famous software fiarctural equation modeling such as Linear StradtRelations
(LISREL) which was the first SEM package in the kedy Analysis of Moment Structure (Amos) that hazbi
regard very user friendly, Equation Structural Paog (EQS) that was moderate user friendly, and ipMalPlus that
was most powerful of all. The mostly popular softevaf Structural Equation Model was the Linear &tutal
Relations and Analysis of Moment Structure. Thenfar program was operated by programming language had
more demand about mathematics and program knowleflgiecontrast, the latter was accepted by the graph
operating interface. The Analysis of Moment Stroetbad many advantages compared with other SEMvadt

and had gain varies application in organizatiorefidvior and industrial and organizational psychglegal. The
lasted version of AMOS 22.0 that was include in SRS one product of IBM. And so on, this paper ditoegive a
brief presentation of the Amos in the managemedtaganizational behavior research.
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THE OUTLINE OF ANALYSISOF MOMENT STRUCTURE PROGRAM

The Amos was developed and operated within the ddaft Windows interface. It characterized with rfidky
operation interface, allowed the researchers toAMOS graphic to work directly from path diagranok® Amos
graphic provided the user with all the tools thall Wwe needed in later creating and working withMspath
diagrams. Each tool was represented by a buttorparfdrmed a particular function. AMOS allowed tngers to
have a few days as the evaluation period. Wheretlzduation had expired, users may had to purchasehis
software provided users with friendly and powetfitbr and guider, the users can learned how tahes@rogram
by the tutor and examples offered by the softwatee software had developed high version in recesmtig gain
better quality [2].The interface operations of #OS were as the Fig.1.
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Fig. 1: Theinterface of AMOS

Amos was a computer program that used to multitedata analysis which known as structural equatiodeling,
causal modeling and analysis of moment structufdse program included many sub modules such as
multi-regression, analysis of variance (ANOVA), tindriable analysis (MANOVA), path analysis, mediand
moderate variable analysis, those programs werelwigdsed in management studies and organizaticetad\bor
research. It was developed by the Amos Developr@mporation which owned by the Statistical Prodaict
Service Solutions Corporation previously, and ndhis corporation was purchased by IBM. There wave t
components included in AMOS that also in all SEMgyam. The first component was measurement modkthan
other was structural model. The measurement modehied connects observed variables to a set dfserwed or
latent variables through confirmatory factor analy¥ he structural equation model was causal mrlatiips among
the latent variables themselves.

Because provided plentiful examples and tutoriatiguanalysis of moment structures was an easy¢opuogram
for SEM. Through the Amos, the researchers cankfuapecify, view, and modify their theory modebghically
using simple drawing tools. Then the users coulliated the supposed model’s fit, made any modiifioa by the
recommendation, and print out a publication-quaditsgph of final model. Amos could performed the potations
command quickly and displayed the results in sesond

With the popular accepted and used of structurahgon modeling, the AMOS had got the attentiomfrearious

researchers. There were several advantages to memuanit. To begin with first, it was inexpensivathmplied

students could purchase their own copy. What wa® ntbe AMOS had insert into SPSS as a menu offfiecond,
it had clear users guide easy to operation. Anyruntor who had tried to learn through the docuragom that

accompanied Linear Structural Relations packaget fimd a pleasure to avoid the tedious symbols olihi
dominated by the use of Greek letters of the Lirgauctural Relations.

The result operation of AMOS was similar with SP8Slso produced tabular output similar, that tigpd the
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unstandardized and standardized regression cegffs;i the standard error estimated of the unstdizdar

regression coefficients, and test of statisticghdicance of the null hypothesis that each unstatided regression
coefficient equals zero. The users would see difigaoolbar appear. The toolbar may partially alved the AMOS

drawing area, but users could move it out of thg lsadragging it to the side of the computer screen

The researchers who attempt to use AMOS may bewell the direction as below: First, to make prefiameof an
input file that include the data set and model gpeSecond, run the AMOS program processing. Thindpected
the output file of the analysis, to accept the namemodify it. A nice feature of AMOS was its higjluality
graphical output. The users could took this ougmd copy it to the windows clipboard. From there gan insert it
into a word processor such as Microsoft Word prsgesr a representation package like word procgssmgram
such as Microsoft Power Point.

THE FEATURESOF AMOS

i The Building of Theory Model

How to use data model to examine the fitness betwdzta and theoretical model? Five basic stepsactaized
most statistical modeling applications: model sfieiion, model identification, model estimationpdel testing,
and model modification [6] [7].In some substantbitiations this may be excessive demand for reBeesdecause
theories were often poorly developed or even nastemt. However, theory-implied models were commatated
in multiple regression, path analysis, confirmatfagtor analysis, and structural equation models.

Concerned of these modeling demands, Joreskog érfubi® [8] distinguished three approaches to shedist
modeling. The three approaches include: (a) atlstdonfirmatory criterion in which a single fornated model was
either accepted or rejected; (b) alternative modelsompeting models situation in which several elsdvere
suggest and one of them was selected, and (c) tlelngenerating when an initial model was specifiad does
not fit the data well, it was modified (re-speaifjeand repeatedly tested until some fit was accefg@werall, these
three approaches had been called exploratory vemsusmatory approaches to statistical modeling.

The problem frequently perplexed researchers waistthdeal with the relationship between the hypsith model
and the recommended fitness index. The strictlyficoatory approach was rare in practice becauset mos
researchers were simply not willing to reject apmsed model without at least suggesting some aligmmodel.
The researchers had spent much time and energyrrimufating the supposed theory model. Modificatiodices
were currently used by researchers mainly in stratequation modeling to instruct model modifioati The Amos
computer program now provided researchers withaay @nplementation of model modification in the puitfile
using several well-known fit function criteria im automated exploratory specification search promedf former
version of AMOS. The automated exploratory speatfan search procedure yielded a ranking of thetémpbest
models by default given several fit function ciideto imply how to make modification of model bydadr delete or
restrict a path or specify a parameter. Howevegaecher must ultimately choose one as the bestintmdetain.

When to modify the theoretical model according thedification index, to be bear in mind that, nocesmated
specification search could made decision withouinglotheory. Therefore, as long as researchersikepind that
the best use of automatic search procedures wdsnib their attention to plausible theoretical mégjethe
specification search procedure will never should @ abused in empirical applications. It would! ¢ie the
responsibility of the researcher to decide which tlnaccept as the best theoretical model.

In the research practice, the initial model wasmfhot the ultimate model. The initial model washeayally

hypothesized after a review of the literature, sufgadl by theory, and was being analyzed to confinm initial

theory-implied model using sample data. Researcléten discovered that the initial model didn't Idied

reasonable fit criteria and will therefore modifyeir model by adding or dropping paths [9].When tesearch
fortunately got the most fithess model, the redearork should to be continued. Once obtained a iribaé fit well

and was theoretically consistent and providedstiadilly significant parameter estimates, researohngst interpret
it in the light of research questions and thenilbisie results in written form for publication. ABIS provided two
ways for researcher to examine parameter estim@es.method was to use the path diagram outputstay

displayed the parameter estimates while the othpromch was to use tables similar to those comigitiie overall
model fit statistics.

When the researchers decided to change the imtadel, they should be carefully and cautious. Téecal
decision making and model chosen was thereforetalf @oncern because statistical analysis cannaulpplanted
ground for sound judgment in statistical modelife researcher must decide which path model wasdtieally
more meaningful and had better fithess index. Harnewe saw once again that multiple fit functioiteria did not
always unanimously, so depending upon the rese@rcheice, the initial structural equation modealidabe better
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or similar to the one discovered by the specifaatearch procedure.

As an evidence of misfit model, the AMOS providbke tnodification indexes that can be conceptualaed chi-
square statistic with one degree of freedom. Egfigctoncern each fixed parameter specified, AMD&vided a
modification indexes value of which representedeigect drop in overall chi-square value if thegpaeter were to
be freely estimated in a subsequent run, all frestymated parameters were supposed had modificatdexes
values equal to zero. Although this decreased irsghare was expected to approximate the modifinatidexes
value, the actual difference can be larger thareetgal. However, their absolute magnitude was nanhpertant as
their relative size, which can sever to be a meanseasuring the importance of one against therstire
pinpointing possible misfit parameters.

il The Assessment of Theory Model

In the several important function of AMOS, one @duently used module was to select the best §ttiesoretical
model from alternative models. So the experts hexeldped many parameters to demonstrate the suerth
inferior for the model. Much research had contriouto the development of goodness of fit statitties addressed
the sensitivity of the chi-square to sample sizepgrams could report a smorgasbord of fit ineexThe based
indicator was chi-square. The lower value of théstjuare meant the better of the theory model. Beedahe
chi-square test of absolute model fit was sensttiveample size and non- normality in the undeg\distribution of
the input variables, investigators often turn toiaas descriptive fit statistics to assess the al/dit model of the
data. In this framework, a model may be rejectedmmbsolute basis, yet a researcher may stithcihat a given
model out performed some other baseline model bsulastantial amount. Take another way, the argument
researchers made in this context was that theiseshanodel was substantially less false than a inaselodel,
typically the independence model. A model that wassimonious, and yet performed well in comparisoother
models may be of substantive interest. For exantpée Tucker-Lewis Index (TLI) and the Comparativie IRdex
(CFI) compared the absolute fit of the specifieddaido the absolute fit of the independence mobet greater the
discrepancy between the overall fit of the two nisdihe larger the values of these descriptiveéssiczs.

The output result of AMOS also added a separatgoseto report the parsimony adjusted fit statstithese fit
statistics were similar to the adjusted R squanaittiple regression analysis: the parsimony ftistics penalized
large models with many estimated parameters andeftowver degrees of freedom. The output file corgd a large
array of model fit statistics. All were designedtést or described overall model fit. Each researtiad his or her
favorite collection of fit statistics to report. @monly reported fit statistics were the chi-squate,degrees of
freedom, its probability value, the Root Mean Seuarror of Approximation (RMSEA) accompanied itsver and
upper confidence interval boundaries. There was alsStandardized Root Mean Residual (StandardiZd®)R
available through the menu option, but it was intgatr to note that this fit index was only availabde complete
datasets (it will not be printed for databases @ointg incomplete data). The analysis process of0®\Mvas based
on a covariance matrix of the variables which comed. In order to test and compare the suppose@imaiOS
used many fitness indexes to manifest the charafterodel. Models will be compared statistically bging the
chi-square difference test [3].

In order to let researchers to made model spetiditand model select, Amos provided some indeike®s permit
exploratory specification theory searches for tastibheoretical model, given an initial model uding following fit
function and modification index: chi-square, chisate divided by the degrees of freedom (C/df), Réai
Information Criteria (AIC), Browne-Cudeck CriterigBCC), Bayes Information Criterion (BIC), and siigance
level (p). Maximum likelihood estimation and unhlidscovariance (as input to be analyzed) analypgsties
were selected default in AMOS to obtain these filnéndex above. Before extracting estimates, stdimbal
estimates and modification indices in Amos’s outpption were selected. To interpret standardizéiates in
group comparisons, researchers would need to swimdathe entire sample data before calculating the
measurement calculation.

How to use the AMOS to measure the relationshipvarfables and the operation method may be thecatiti
questions of the start learners. The mostly funcibAMOS was presence at the Analysis Properéibscontrol, it

was displayed in the figure 2. On the tab, usetddcohose the data estimation method, set the cgemee criteria,

decide the covariance supplied, multi select thpuddfor further analysis, select the bootstrapestgtc.
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Fig. 2: The operation tab of AMOS

The question of how to report the result of AMOS$enfconfused some researchers. Hoyle [4] and Ha{&he
provided excellent discussions of how to write thsults of structural equation models for publi@atin journals
and textbooks. Hoyle provided guidelines for wgtiabout structural equation models whereas Hatptwrided
sample text from a mock write-up of the resultsaoBEM analysis ostensibly performed for a manustdpbe
submitted for publication in a scholarly journal.

iii The Deliberation of Model Modification

To drop or add a route from one variable to anotlagiable may be a simple operation for researchrrsit was
substantial change for model specification. Anyetithe researchers restrict or modify a model, heeoiimplicitly

changing its meaning in some fundamental way. Imymastances, a change in model specification tesnla
trivial or unimportant corresponding alteration thie model’s substantive meaning, but in other casedel
modification can foreshadowed a strong shift intfmdel’s meaning from a theoretical standpoint.réfee, it was
crucially important to think through each proposeddel modification and asked myself if making thedification

was theoretically consistent with the research ggaalsecond consideration to take into account winedify a
model was that researcher was relying on the ecapidata rather than theory to help specify the ehothe more
empirically- based modifications incorporate inthe final model, the less likely the model was tplicate in new
samples of data. For these reasons, researcheid sinodify models based upon theory as well as thpiecal

results provided by the modification indices. Apractical consideration, it was also worth notihgttAMOS
provided modification index output only when coniplelata were input into the program. In other wptds one
could not obtained modification index informatiohen use missing data with AMOS.

It was significant and difficult to select the appriate model. When choosing the best theoreticadehbased on
the specification search results, all or only a @&whe fit function criteria may suggest the bestdel. Substantive
theory and model validation must therefore guidg model modification process [9]. But as noted kgnymnexperts,
researchers should begin with a substantive theatebodel to avoid misuse in empirical applicaton

For researchers to modify presumptive model, th@iait index was the major source of helper. Thalification of
an initial model to improve fit index had been tedras specification search [10]. The specificatiearch process
was typically undertaken to detect and correct ifipation errors between an initial theory and iredl model to
reveal the nature relationship among the varialbleder study. The research experience had suggdéisatd
specification errors would invoked serious consegaeand should be corrected. The most common agiprioa
conducting specification searches was to alterpatameter restrictions in the initial model, onteadime to be
observed exactly, to examine model fit index imgoent.

The developers of SEM had suggested many sorts agfification indexes. Traditional modification critens
include F tests, R-squared change, lagrange miatftifdsts, modification indices, or expected chasiggistics to
evaluate hypotheses concerning whether a restriciias statistically inconsistent with the data [1The fit
function criteria for the initial theory-implied rdel and the selected specification search mode Vigted for the
regression, path, factor analysis, and structucalehexamples.

1944



JiaLiuzhan J. Chem. Pharm. Res,, 2014, 6(6):1940-1947

THE APPRAISAL OFAMOSWITH OTHER SEM SOFTWARE

Currently, there were a couple of programs of SHid; Amos was the better in some aspect than othredsstinct
contrast to the sparseness of appropriate computgirams by which to implement SEM procedures ianty
years ago, however, researcher today had sevesgtgmns to choose, such as AMOS, EQS and LISREL. The
AMOS was some difference with others SEM programenuthree aspects: first was the preliminary arslys
second was model specification, parameter estimagioodness of fit, misspecification, the third viresatment of
missing, nonnormal and categorical data [12].

i Model Specification and Parameter Estimates

The programs of SEM also had different degree fffcdit and easy when to make model specificatiom a
parameter specification. AMOS could use drawind baton to specify model in path diagram. As avaottion, in
the schematic presentation of structural equationlats, measured or observed variables were repati®enin
rectangles and unmeasured or latent variableslipse$ or circles. As each of the AMOS, EQS andRES&
program, the maximum likelihood estimation was dé#faHowever, other estimate methods were availtdleisers
if needed. By the AMOS, this requirement was coerdeto the program by selecting the “Estimation” tatihe
“Analysis Properties” dialogue box and then chodkesestimation procedure which was desired.

The essence of SEM was to investigate the fithessden the data and assumed model. Think abountiukz|

assessment, the primary interest in SEM was thenexd which a hypothesized model fit or adequatiggcribes
the sample data, evaluation of model fit shouldveer from various perspectives and be based orraleweteria

that enabled users to assess model fit from a gltygperspectives. In particular, these focus andtequately of
the model as an entirety and the parameter estimate

In order to assessing the fit of individual paraengtin the model, there were three aspects of conoee was the
feasibility of the parameter estimates, the seasad the appropriateness of the standard errorsthenthird was
the statistical significance of the parameter estirs.

Theoretical evolution was another important functed AMOS. Assessment the model adequacy focusetivon
kinds of information, one was the residuals and dtteer was modification index. The residuals valueSEM
represented the deviation between elements inatmple data and in the restricted variance and @ves matrices,
one residual represents each pair of observedblesiaSupposed a well-fitting model, these valuesikl be close
to zero and evenly distributed among all observadables, but the large residuals accompany byicpat
parameters indicated there exist misspecificatiaiié model, then to affect the whole model fit.

ii Preliminary Analysis of Data

Different programs had different demand for thetaite of data. When concerned about the preligiaaalysis of
data, the three software did varying degrees andiairying ways. AMOS: descriptive statistics relattm
nonnormality as well as to detection of outlier) e requested via an “Analysis Properties” diadogox that easy
to access. EQS: EQS always reported the univadate multivariate sample statistics. As in the LISRE
information about the sample statistics must baiobt by using particular program.

iii Treatment of Missing, Monnormal and Categoribealta

Since SEM was designed to proceed the latent \arittie kinds of data could be the restrict conditio decide
whether the SEM could be used. The researchermbeghsingly recognized a critical issue in SEM athivas the
presence of missing data, and the process abilityofiware packages to deal with such incomplet&.dAs
incomplete data could cast seriously bias conchgsidrawn from an empirical study, they should bsolkeed
regardless whatever the reason for their absemt.dBlgree to that such conclusions can be bias degemn both
the amount and the style of missing values. Unfately, so far, there were currently no clear amdely accept
guidelines regarding what was exactly a large amaenissing data. The single method used in dealiigy w
incomplete data in AMOS represented a direct ambrdaased on the full information maximum likelihood
estimation. It was direct in the approach that ysialwere employ with no attempt to restore theaduaatrix to
rectangular form, as was the case with methoddvadamputation and weighting. In contrast with t@mmonly
used indirect methods, the maximum likelihood applowas regarded to be theoretically grounded tadmg had
been proved as provided several advantages over wiithods [13]. The less responsible method usedtavboth
listwise and pairwise deletion of missing data ca3e with pattern matching imputation, a missindueawas
replaced by an observed score from another cageidata set for which the response pattern was sdirsimilar
through all variables, the primary limitation ofighmethod lied in that in some situation no matghaase was
determined, then none imputation was undertook.

1945



JiaLiuzhan J. Chem. Pharm. Res,, 2014, 6(6):1940-1947

The appropriate kind data of SEM was that callddriral data. One of the critically important the@gsumption
associated the SEM was the supposed that the dalta hmultivariate normal distribution [14]. To \até this
normal distribution can seriously corrupt statistibypothesis testing such that norm theory testssic may not
reveal an adequate evaluation of the model underareh. The approach of AMOS to resolve the proliém
multivariate nonnormal data was to undertake a guore in terms of “bootstrap”. The Bootstrap seresda
resampling method by which the original sampleansidered representing the population. Multiplessubples of
the same size as the parent sample were then dawdomly with replacement, from this population.e$éa
subsamples then provided the data for empiricadstigation of the diversity of parameter estimated index of fit.
The considered advantage of this approach wastthiowed the researchers to assess the stabiliparameter
estimate and then produced their values with atgrextend of accuracy. When data were not nornthdiyributed
or otherwise flawed in some way (almost alwaysdhase), larger samples will be compensation. It diffi€ult to
make absolute recommendations what sample sizesuiable. The general recommendation was thustairo
more data whenever possible.

The data that surveyed from Likert scale questizreavas the normal data used in AMOS. Another g

assumption supposed with SEM was the requiremantath variables should to be on continuous sddtavever,

concerned about the data in organizational and gamant generally, and assessment data in partieidae

typically of ordinal scale, this issue had longméacused. Although use of the distribution freetmod was widely
accepted as an appropriate estimation procedut@simegard, so it's very stringent and impractioalthe sample
size [15]. When concerned to the AMOS, it was uadblidentical the categorical scaling of variabkss contract,
the EQS program allowed for estimation with nortieory maximum likelihood, and then offered theustochi-

square and standard errors for correct statistidalence. However, this approach was not recomestridr all

case but the largest sample size.

CONCLUSION

The AMOS was development to satisfy the data paksmand from research effort. One major importance
problem in the assessment instrument was the etdembich the measurement scale does measure Hiel they
were supposed to measure, in other words, the elégrehich their factorial structures were valicheOof the most
strictly methodological approaches to ensure fervalidity of dimensions structures was the usearffirmatory
factor analysis (CFA) within the framework of sttw@l equation modeling. The AMOS had reached stasdard
and promoted the research of complex organizatieagables. The AMOS was better in some aspects ditlaer
SEM software and gain advance application in masgarch fields. Many graduate student and resaartiat
were intended to avoid the obscure compositiondagg were preferred to choose this software. Aeasy and
powerful SEM program, AMOS was supposed to favar itbsearchers. In recently years, the AMOS had been
purchased by Statistical Product and Service Swiati(SPSS) Corporation firstly, and then acquirgd b
International Business Machines Corporation (IBNhe AMOS software had developed from a simple weak
company to be one of remark product of the natidevgiorporation of IBM, had revealed that AMOS ac¢dppvast
majority of researchers and institutions.
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