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ABSTRACT

We investigated three different modelling approaches to simulate crystallization behaviour of Ge2Sh2Te5 used in
optical and electrical phase-change memories. First of these models is based on Johnson-Mehl-Avrami-Kolmogorov
(IMAK) formalism to calculate the fraction of crystallized material during isothermal anneals. In the literature this
model iswidely used, but parameters of the model reported by different investigators varies wildly. We have showed
that these discrepancies can be attributed to theill-use of the theory. In order to overcome the restrictions put by the
JMAK theory generalizations based on the classical nucleation theory have been suggested. Material parameters
required by the theory, like viscosity, diffusivity, fusion enthalpy of Ge2S2Te5, have been deduced from published
experiments. Uncertainty in the material parameters in combination with approximate expressions used by the
classical nucleation theory, however, lead us to suggest a comprehensive model based on rate equations. Although it
is more complicated this modelling approach has yielded more favourable and reliable results. We have discussed
different simulation-experiment comparisons to illustrate the capabilities of the model.
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INTRODUCTION

During the recent decade there has been greaesttér chalcogenide amorphous materials for apjmies in

optical data storage. Most prominent and widesptesdof such materials is in the rewritable phdmsege optical
memory disks (CD-RW) and in rewritable digital \etile disks (DVD-RW). In the past utilization of ebe

materials in non-volatile electrical memory deviwess reported and, more recently, large scale iiatig of this

novel electrical memory has been successfully detnated [1-4]. Both optical and electrical dataxage rely on
reversible phase transformation of chalcogenideeri@tbetween amorphous and (poly)crystalline stadm optical
disks data recording is achieved by writing an ghous dot on a crystalline film by local meltingthva focused
laser beam. When the laser is switched off rapiehghing of melt results in amorphous solidificatminthe dot.

Since an amorphous dot has a lower reflectivity tthe surrounding crystalline background the wmithét can be
read by a low power laser. Conversely, erasindghefdot is achieved by heating the amorphous dtErtperatures
less than the melting point and allowing the amoyshdot to crystallize. Of the phase transformatidaring

writing and erasing dots the crystallization is mm@tower than the amorphization and needs to fivifd opposing
requirements: during writing it should be suffidignslow so that a successful amorphization carobwined;

during erasing, however, a fast crystallizatiomésirable to assure a fast erasure. Thereforetatiigation of the

phase change material can be considered as ratiadirprocess to obtain a fast data transfer andjtimization is
of utmost importance.

Similar to optical memories an electrical memorgdzhon chalcogenide materials utilises reversiblsg changes

between amorphous and (poly)crystalline statesa klectrical memory device a small volume of phalsange
material is transformed between two states by apglgurrent pulses. Data is written or erased Isistive heating
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caused by the current pulse. Amorphous phase igingat by a pulse sufficiently large to achieve mglt
Subsequently a rapid quench allows the materifletmme amorphous. Also crystallization is initialyda pulse
heating the device to sufficiently high temperasurEhe state of memory cell is then read out natrdetively by
measuring the cell’s electrical resistance. In lactdcal phase change memory device data stortlges the fact
that the crystalline phase has a low resistivitg@mparison to the amorphous phase. The differencesistivity

between two phases can be more than three-ordeaghitude [5]. As in optical phase change memajpeed of a
memory cell is largely determined by the crystallian step.

In the last decade several chalcogenide materiapogitions, mainly Te based binary and ternaryesyst have
been studied to fulfil a number of requirementsdasuitable phase change medium. Crystallizatichout phase
separation is one of these requirements. It allfags crystallization by eliminating the necessifylang distance
atomic motion. Alloys like In-Sb-Te and Ge-Sh-Tevddeen investigated and found to be suitable fdical and
electrical phase change memories. Among others RS is known to show both high speed phase
transformation and high degree of cyclability withany compositional changes between differentghas

There has been considerable number of experimettgies to investigate amorphous-crystalline andense
transformations in phase change media. Large ptiopasf these studies has been on laser inducestiadiigation in
nanosecond scale and on overall characteristiocsrystallization/amorphization [6]. Since it is npbssible to
measure thermal response of the material to lsssstirty in nanosecond scale one could not gain fafsionation
on crystallization behaviour of the phase changtena, i.e., one cannot obtain information howstay nucleation
and growth occur and what the underlying mechanmsmasparameters affecting the phase transformatienThere
were few experimental reports where thermal envivent during crystallization were carefully conteall These
experiments were either isothermal [6-7] or ramffe@mal anneals [8] of phase change materials t@suore the
crystallization kinetics. Unfortunately this typd experiments can be carried out in a very limiraghge of
temperature (typically between 120 °C and 150 &Clower temperatures too long while at higher terapures far
too short measurement times make experiments lbfeas perform.

In the literature there are much fewer studies eoring theoretical efforts and approaches to moudglthe
crystallization behaviour of phase change mediastiey models [9-12], in general, geared towarddpability of
simulation of mark formation during a laser anmegli Applicability and validation of models used tinese
simulations have not been questioned or justified models were often based on ad hoc assumptiespite the
shortcomings simulations, and models behind thé&selations, can be very useful to understand meshan
controlling the crystallization process. A physigaound model would easily fill gaps of experinaratudies and
could test conditions experimentally inaccessibiethis article we report three different approacfa modelling
the crystallization behaviour of phase change medithough interrelated these models differ consatéy in
information content they have. We discuss, in aoiditto details of these models, merits, applicgahiland
weaknesses of these models when they are usednfafation studies of phase change media. For caicuis
presented here we have chosen Ge2Sb2Te5 (GST)aas phange material. This choice was for simpliaityg
convenience, and models are applicable to any opfise change material with appropriate use of mode
parameters of the material concerned.

MODELS FOR GE2SB2TES5 CRYSTALLIZATION KINETICS AND D ISCUSSIONS

The knowledge of crystallization kinetics is vergngortant for understanding of both amorphizatiord an
crystallization of GST. Amorphization of molten G&Ry be seen as its reluctance to undergo crystadn, i.e., it

is a competition between crystallization and caplim contrast, overall crystallization of GST is@mplex process
involving nucleation and growth of separate crywée.

The existing descriptions of crystallization kinsti are based mainly upon two theories: the
Johnson-Mehl-Avrami-Kolmogorov (JMAK) theory, anetclassical nucleation theory. The JMAK theorpwal
one to calculate the volume fraction of crystallizeaterial in terms of crystal nucleation and gtovétes while the
classical nucleation theory provides means to edénthe cluster nucleation and growth rates, apstaliite size
distributions. Both theories have inevitable lirtitas and one needs to be aware of these limigtiororder to
apply them to crystallization process in GST.

THE JMAK THEORY

The volume fraction of the transformed materialngder isothermal annealing condition is describgdhe JMAK
equation

x(t) =1exp[ (kt)"] @)

where t is time, n is the Avrami coefficient andskan effective rate constant. Theoretically theafwi coefficient

416



Wanhua Yu et al J. Chem. Pharm. Res., 2014, 6(7):415-424

should be an integer providing information on thmeahsionality of the crystallization process. Tlifeaive rate
constant describing the nucleation and growth riatgenerally given by an Arrhenius equation

E
k(T)=ve><pﬁ @)
B

wherev is the frequency factor, EA is the activation gyef is the absolute temperature and kB is thézBwnn
constant. A JMAK plot is obtained when  versuss piotted producing a straight line with slope rdan
intercept

In the literature there are several studies othimohal annealing of GST interpreted using the JMABory. It is
also worth to add studies to measure the activaimigy EA using Kissinger analysis. Reported atitvw energies
deviates generally around 2 eV with few exceptidhsy, 1.8 eV, 2.26 eV, 2.23 eV, 2.3 eV, 2.24 eXt52eV, 3eV,
0.81 eV, 1 eV. Fig. 1a shows JMAK plots at 150°€vfe1022 s-1 and n=2.5 for different activation enevglues.
Although differences in the activation energy ameal, variations in total crystallized materialagiven time can
be huge. As we see below this activation energgbofut 2 eV is very close to activation energy gftallization
growth rate estimated from diffusion coefficient ®5T. Analysis techniques used to determine EAbaised on
assumption of an Arrhenian temperature dependemcéhé crystallization kinetics. Since the kinetisspartly
controlled by the nucleation rate, which is nonk&mius, the use of such analysis techniques igiatiied and can
only yield information on transformations contralldy growth rate. Hence the activation energy oleiiis
approximately equal to the activation energy ofwgto Strictly speaking, also growth is non-Arrhengp that the
activation energy obtained would depend on the &xatpre range over which the experiments wereezhout. It is,
therefore, not justified to split the observed aatibn energy between nucleation and growth pararseising ad
hoc assumptions, as suggested in Ref. [13].
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g. 1: IMAK plots showing the effects of frequentl quoted values of IMAK parameters of a) the activiion energy EA (n=2.5), and b)
Avrami coefficient (EA= 2 eV). For both plots the fequency factorv was assumed to be 1022 s-1.

There are fewer reported values for the Avramificieht, n, and they are less consistent (seeliy.2.5, 4.3, 1, 2,
3.6-5.8. While the agreement for n is bad it becomerse for the frequency facterit varies between 1017 and
1086 s-1 [6, 13].

The JMAK theory and the use of Eq. (1) assume ssimet conditions to be fulfilled. Although it isot always
explicitly stated the use of Eq. (1) requires ttieg crystallization process progresses in sudshion that 1)
nucleation occurs randomly and uniformly, 2) nuttea rate is time-independent, 3) the growth ratesize
independent, and 4) growth is interface controlddne of the above mentioned works using the JMA&oty to
interpret the crystallization data on GST has daretl whether basic assumptions of the theory Hldirst glance
it seems at least two of these conditions are tadtaFirstly nucleation of crystalline clusters&$T is not random
and uniform. It is a well known experimental obsgien that interface layer between substrate andl iSSvhere
crystallization starts, i.e., heterogeneous nuidaabkes place at the substrate-GST interface.ififfieence of the
substrate on crystallization of GST was systembyicstudied and well documented by Ohshima. Seggndl
nucleation rate cannot be considered to be timegaddent for the entire crystallization processth&t onset of
crystallization there is a time period during whittte nucleation rate depends on time. This per®odallled
incubation time and manifests a time necessargdolr steady-state regime. Experimental data frofs. & and
[13] show clearly the existence of non-negligibileuibation times during crystallization of GST.dttherefore fair
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to say the that use of Eq. (1) to interpret expenits on the crystallization of GST is not legitimathis would
explain differences in the effective activation gyyeand large deviations in the Avrami coefficiemte finds in the
literature.

The restrictions imposed on the use of JMAK eaqumttould be overcome by making generalizations. For
isothermal crystallizations Eg. (1) can be writexplicitly as

crumt™

X(t) =1 exp (m+1)

®3)

where | is the crystal nucleation rate, U is thestal growth rate, C is a geometric factor, andsnam integer
corresponding to the dimensionality of the cry&tation. A second generalization can be made tsiden transient
effects. For example, 3-D spherical growth candei into account by rewriting Egs. (1) and (3) as

AG =47rr’c nAg (4)

where is the radius of a crystalline cluster &itree t which nucleated at time t0. The use of &).or Eq. (4)
requires the nucleation and growth rates to be knasvinput parameters. These can be obtained frerolassical
nucleation theory in connection with material ahertnodynamic parameters of GST.

MODEL FOR NUCLEATION AND GROWTH RATES OF GST

Crystallization often starts with the formation shall, unstable clusters of new phase. Eventualiyes clusters

reach to a critical size beyond which they arelstalich that they can grow rather than dissolvenbtgeneous

nucleation occurs at a random position in the oabiphase while heterogeneous nucleation takese pddc
preferential sites like surfaces, interfaces, intj|s. The classical nucleation theory deriveddondensed systems
by Turnbull and Fisher using the Becker-Déring fatism assumes that formation of a cluster of newsph

requires a free energyG given by

AG=4mr’c-nlAg (5)

whereo is the interfacial energy density between amougtend crystalline phases and r is the clusteusatere
it has been assumed that clusters are of sphehegle such that the relation between cluster radidsnumber of
GST molecules (monomers) in the cluster is

n=—rm

wlh

r3
— (6

VI’T'I

where vm is the volume of a monomer, which careasily estimated from the density [14- 15] and rtaar

weight of the material (vm=2.9x10-22 cm3®)g in Eq. (5) is the bulk free energy difference @3T molecule
between two phases. It has been calculated usingpbroximation proposed by Singh and Holz as

89 _py Tu=T[ 7T
v T, |Tn+6T

m m

where Tm is the melting temperature of the GST (=B}, AHf is the enthalpy of fusion at melting point. Taés
no reported value foAHf of GST in the literature. We estimated it usthgta obtained from differential scanning
calorimetry experiments. using data from Refs dr&].[We foundAHf to be in the range of 610-625 J/cm3.

The free energy given by Eq. (5) increases witlp toua maximum critical value nc given by

32V o®
=73 a7

The critical value oAG, which can be defined as energy barrier to nticleais
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The steady state rate of nucleation of crystal®T clusters, Iss, i.e., the number of newly formadleus per unit
time and volume, is approximated by

AG / Ag
Sss _ 2/3 [ —
1 =4f@) yns" Zexp T and Z 6k, TN (10)

where f(1) is the concentration of GST moleculess the Zeldovich factor, and is the molecular jump frequency
at the interface between amorphous and crystghliases. This attempt frequency can be, to a fistaximation,
assumed to be equal to the diffusional jump frequexi GST molecules, D, giving

_D
T (11)

where) is the jump distance taken to be same as the ste@@@ghbour distance in GST (=2.99 A [14]). In el
of data on diffusion coefficient of GST Stokes-Eais relationship is invoked to relate the diffusicoefficient to
viscosity of GSTy, as

ke T

= (12

3mAn
Data on the viscosity of GST in the literature wee; in particular at lower temperatures. We et the viscosity
of GST using published data on Ge-Te and Sh-TesystAccording to studies of Herwig et. al. [18} thscosity
of Te based binary eutectics changes abruptly atitabutectic point (Fig. 2). For Gel5Te85 melt oSty is
characterized by an activation energy of aboutd¥2vhile at lower temperatures the viscosity hasaetivation
energy of about 1.85 eV. This is due to strong ¢est of Te-rich alloys to increase atomic asscmmtvhen the
temperature decreases. Both regions of viscosiy qan be described by Arrhenius type equationsdeédéeribed
low temperature data as

n(GeTe) = 194x10™ ex;{—ll&lz,i 015ev J (13)

kg T

Another evidence for the value of the viscosityobdiffusion coefficient of GST comes from measuestts of the
incubation time during crystallization. In Refs] @nd [13] it has been pointed out that at lowengeratures a
measurable time for incubation exists and it depesm temperature. According to Kashchiev [17] theubation
time, 1, is determined mainly by the rate of molecularmr@agements during nucleation and can be approgies

T - (14)

s n?*yz

The temperature dependenceraé largely determined by the temperature depereefg. Data on the incubation
time of GST (Fig. 3) indicates that it can be ldygeescribed by an Arrhenius type equation withaativation
energy of 2+0.1 eV. Therefore we estimated theogigg of GST by combining the viscosity data of ®eind the
results of incubation time measurements of GST as

n=194x10™" ex;{m j (15)

B
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Fig. 2: The viscosity of Ge15Te85 as a function téciprocal temperature. Data points (symbols) werextracted from measurements
reported in Refs. [18]. Continuous lines show beéit to data
Fig. 3: Incubation time during crystallization of Ge2Sb2Te5 as a function of reciprocal temperature.&a points (symbols) were taken
from Ref. [6]. Continuous line is best fit to data.

In Fig. 4 the steady state nucleation rate of efle clusters of critical size [Eq. (9)] is def@d as a function of
temperature. For calculations the unknown valuthefinterfacial energy has been treated as a free parameter and
a value of 0.1 J/m2 was used. Results in Fig. 4vshbat the steady-state nucleation rate has annuemiof about
250°C. In practice the steady-state is reached ieincubation time. As mentioned above GST shswisstantial
incubation times during crystallization. Therefor@nsient effects must be taken into account farutations of the
nucleation rate. Most rigorous analytical treatmentalculate the transient effects is given bghGhiev; he has
proposed the nucleation rate for isothermal anngalonditions to be

4T vz T
() =1% -
®) ( " j ex a1 (16)
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Fig. 4. Steady-state nucleation rate [Eq. (9)] of &Sb2Te5 as a function of temperature
Fig. 5. Transient nucleation rate [Eq. (16)] of Ge8b2Te5 as a function of time for 250°C

Which has been plotted in Fig. 5 as a functionimétfor 250°C. It can be seen from the figure ehabnsiderable
time is required to reach the steady state. FoP@5& which the nucleation rate is maximum, iésessary to wait
up to 2 ms to reach the steady state. This inombatime is much larger than operating times usech@mory

devices suggesting that whole crystallization pssamight be proceeding in a transient fashion duttie operation
of devices.

Once nucleated crystalline clusters grow by attaaftrof GST molecules. Growth rate of a crystalthester with n
GST molecules is determined not only by molecuticament but also detachment of molecules fronchhster.
If growth and dissolution rates of a cluster ang) @nd d(n), respectively, then net growth ratgiven by
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dn
— = -d
o g(n) —d(n) (17)

where the growth and dissolution rates are giveligity in the next section. Kelton and Greer appmated Eq.
(17) to find the average growth rate of a clusfaradius r as

dr_16Df3wv, 1/3sin 1 (Ag—z—avj (18)
d 7 \4nm 2k, T ro "
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Fig.6: Growth rate of crystalline clusters as a furtion of temperature. Number next to each graph regsents radius of cluster as
nanometer.
Fig.7: Size distribution function of crystalline clusters describing density as a function of clustesize.

Fig. 6 shows the growth rate of clusters of différsizes as a function of temperature. Maximum rofagh rate
depends on the size of the cluster. For small @tast is at around 300°C while with increasingesizshifts toward
higher temperatures. It should be pointed out Htpt(18) agrees with Eq. (17) for clusters consitr larger than
the critical size. Therefore for smaller sizes bas to employ Eq. (17).

It should be kept in mind that above descriptiohbaih the nucleation rate and the growth rateapoximate and
are derived under simplifying assumptions. The@ion of the nucleation rate assumes that 1) ¢dssritical
nuclei due to growth is balanced by formation ofvrenes. While this is true for the initial stagdscrystallization
in later stages the nucleation rate decreasesalgerttinuous depletion of amorphous material. 2¢ Tésulting
steady-state number is also the equilibrium nunnigei3) Shrinkage of nuclei larger than criticalesig negligible.
This is true for cluster much larger than critisile. For nuclei of critical size or near critisie a finite probability
exists for dissolution.

Furthermore there is no easy and acceptable wagrttine the nucleation and growth rate calculati@rse may

use Eq. (4) but this requires to fulfil the restans of the JMAK formalism. Simulation of opticahd electrical

phase-change memory devices demands the handlingctégation and growth in very short time scaleemshthe

crystallization process determined largely by tiamsand non-equilibrium conditions. It is therefarecessary to
develop a model which treats the nucleation andjtbesth simultaneously by considering transienee fully.

MODEL BASED ON RATE EQUATIONS

During nucleation in a real system there will be aoly clusters of critical size but a distributiof clusters of
different sizes. These clusters will interact wihch other and this interaction will establish itegress of
crystallization process. Therefore instead of abesing only clusters of critical size we shoulddakto account
both subcritical and supercritical clusters to lelssh the size distribution. Considering that sestlipossible cluster
size is two GST molecules, i.e., a GST dimer, agsgnthe interactions among different sizes to beubh
monomers at a given time, a cluster can gain @& ST monomer to grow or dissolve, respectiviebssible
interactions that a cluster of (n) GST moleculesltave are then

(n-1) 5~ (n) &= (n+1) (19)

According to this schema we can write a contingtpation for each size. Let f(n,t) be the conediun of
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clusters of size (n), then

af_gt"t) =g(n-1t) f(n-1t)-d(n,t) f (n,t) = g(n,t) f (n,t) +d(n+1 1) f (n+1t)

for n=2 (20)

where g(n,t) and d(n,t) are the growth and theollis®n rates of size (n), respectively. To soltie set of rate
equations given by Eqg. (20) one needs to deterthi@growth and dissolution rates. We modelled thafowing
the work Turnbull and Fisher and using the thedmeaction rates as

AG
t)=4mr?Af (@t ———n=nl | (oq
g(n,t) =4mr @ )yexr{ KT j (21)

AG
d ty=4mr’>Af @t —
(n+11) r @ )yeXﬁ{ KT j (22)

where f(1,t) is the concentration of GST monoméra given time. Energy terms in Boltzmann factoasehbeen
defined as Gibbs free energy differences betwesss gn) and (n+1) such that

AG, ..., =AG(n+1t) AG(n,t) (23)

where forAG Eq.(5) was used. Solution of set of equation mjilvg Eq.(20) yields the size distribution functioh

crystalline clusters of GST. A typical solution shoin Fig. 7 where density of clusters as a functif cluster size n
was plotted. As one can see that a very high cdratéeon of small clusters was followed by largensters whose
concentration decreases in an exponential fashforclaster size increases. In order to find expentally

observable quantities like amount of crystallizedtenial one needs to integrate the size distribufimction.

During calculations we have taken into account thaailable amorphous material for crystallizatiorasw
continuously depleted, i.e., conservation of matters considered and monomer concentration was lasécu
according to

Nmax

f@t)=1f@0) J[fntydn 4

where f(1,0) is the initial concentration of GSTmomers.

Since we have not made any restrictions for théeation and growth above expressions for the reagtites can

be regarded for the homogeneous nucleation. Inrdméake into account heterogeneous effects weidered
“spherical-cap model”. Following this model we as®d that the nucleation of crystalline clustersetaklace
preferentially at the substrate-GST interface wiegrergetically favourable places are nucleatiassithe shape of
nuclei is determined not only by the radius bub dlg the angl® between the nucleus surface and the substrate. For
simulations we considerefl to be a free parameter and determined its valuee&zh different substrate by
comparing simulation results with experimental ones

We solved model equations numerically using appatprinitial and boundary conditions. For all caétions
presented here we assumed that initial stage ohthierial was always amorphous and there were rsiirex
cluster distribution. The number of rate equatiomsax used during calculations depends on the expeti
simulated and varies between 104 and 107.

For crystallization studies of GST often the chamgeoptical properties of the material is measueed this
information is then related to the amount of crijig&@ion. During isothermal treatments changesramsmissivity
or reflectivity of GST can be measured in real-tiflew temperature anneals are used. In Fig. &ikition of such
an experiment [6] is shown. This experiment wagiedrout with GST deposited on silicon substratsonf
simulation-experiment comparison we determinedutiienown value of the model parameidor silicon-GST
interface as 94°. The figure also shows simulatesults of slightly higher and lower temperatueatments. It is
interesting to see how much the crystallizationdwidur of GST is sensitive to temperature chan§éasulations
predict both total crystallization time and theubation time successfully. We could also simulateéxperimental
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results on the incubation time of GST as a functibthe annealing temperature, as shown in Figh@. incubation

time decreases exponentially with the increasingperature. For annealing times smaller than thehiaton time

the crystallisation proceeds in a transient fashidrile for times longer than the incubation timestaady-state
nucleation and growth is established. Simulatiosults indicate that even for higher temperatureg,,,e
200<T<400°C, where during the operation of phasagh memory devices crystallisation would mainketplace,

the incubation times will be in orders of severahtired microseconds. This implies that the entirasp-change
process of a phase-change memory device takestpdansgently.
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Fig. 8: Crystallization behaviour of Ge2Sb2Te5 a) uring isothermal anneals at 119°C, 131°C and 1409) incubation time as a function
of temperature. Lines are simulation results and syibols are from experiments reported in Ref. [6].
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Fig. 9: Experimental [8] (symbols) and calculatedlines) results of crystallized fraction of Ge2Sb2T&as a function of temperature during
ramped anneals for a) Ge2Sh2Te5 on silicon for 3°@in ramp rate; b) Ge2Sb2Te5 on SiN for 10°C/min ram rate.

Non-isothermal treatments, during which the temipeesincreases with a constant rate, are commdreititerature
to study phase-change behaviour of GST. Dependirtherate of temperature the onset of crystaltieathifts: the
higher the rate, the higher the onset-temperakr€ig. 10 one can see two different experiments@nresponding
simulations. In one case, where ramp rate is 3%¢/amystallisation takes off at about 155°C whileamp rate of
10°C/min results in a higher crystallisation-onsetbout 180°C. In Fig. 10 we can also see thecetie different
substrates. In Fig. 10b GST layer was sandwichéddan two SiN layers. For the simulation of thirusture a
value of6=87° was used to obtain good agreement with thererpnt. Since we could explain all heterogeneous
effects with a simple “spherical cap” model basedgeometrical considerations it is justifiable rgwe that the
main effect of a substrate on crystallisation kiteeis the change of energetics of the phase-chpraeess: the
change of Gibbs free energy for nucleus formatiom, the driving force for crystallisation, is ciderable
increased. The differences among different sulestrate then attested by the different surface ibctf these
substrates.

CONCLUSION
Models, describing the crystallization behavioupbfse-change materials used in optical and etattriemories,

either rely on JMAK formalism or based on the dlealstheory of nucleation. Widely used JMAK equatito
interpret experimental results of GST crystalliaatis not suitable for these purposes since basgi$ of the theory
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are violated. Phase-change process of GST is nehlthenogeneous nor time-independent, which are basic
assumptions of the JMAK theory, so that large dewia in reported values of JMAK parameters in literature

are predestined. Some of the restrictions of thAKINbrmalism can be overcome by means of generating, but

this would destroy most attractive attribute of theory: it's simplicity.

Calculation of nucleation rate in GST based ondlassical nucleation theory and the use of rougimeses for
steady-state and transient nucleation rates retfuirdknowledge of material parameters. We showatlgbme of
these parameters, like the viscosity, the diffugivand the fusion enthalpy of GST, could be irddror estimated
from published experimental results. We also suggeshat some of the parameters could be takerrems f
parameters. Combination of free parameters andoappate equations of this approach, however, dshies
prediction capability and reliability of the mod@&herefore we suggested a more detailed and compsale model.
Based on rate equations this model is capablartolate the crystallization process in GST. We destrated that it
is possible to simulate set of different experirsemithout employing fitting parameters. Applicatiohthis type of
modelling formalism to GST is new and in its eatggge. Nevertheless, first results are encouraging.
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