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ABSTRACT

In this paper, by using new linearization method we present an optimization algorithm for globally solving a class of
multiplicative problems which have a broad application in computational chemistry, information technology, and so
on. By utilizing characteristic of quadratic function, a series of linear relaxation programming problem of the initial
problem can be derived and which can provide a reliable lower bound. By means of the subsequent solutions of a
sequence of linear relaxation programming problems, the proposed optimization algorithm converges to the global
optimal solution of the initial problem. Numerical experimental results show that the proposed algorithm is feasible
and effective.
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INTRODUCTION

In this paper, we shall consider the following a class of multiplicative problem:
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In last many years, many research have been done on solving the multiplicative problem (MP). On the one hand, this
is since this problem (M)) exists many important applications in economic planning, engineering designing,
financial plan, robust optimization [1-6], and so on. On the other hand, it is because that the problem (MP) usually
poses many significant theoretical challenge and computational difficulties, i.e., it is well known that the problem
(MP) possesses multiple local optimal solutions which are not globally optimal solution. For instances, when

1p  , the problem (MP) is a special case of nonconvex programming problems, which is well known to be
NP-hard [7]. Therefore, it has attracted interest of many researchers and practitioners.

Up to today, although many feasible algorithms have proposed for solving the multiplicative problem (MP), but to
our knowledge, few algorithm has been still designed for globally solving the multiplicative problem (MP).

Many algorithms have proposed for linear multiplicative programming problem (MP). For example, a large number
of quadratic programming methods can be obtained to solve the multiplicative problem (MP) in the literatures [8-13].
When feasible region is a polyhedral set and 2p  , the branch and bound algorithms, the approximating
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algorithms, the outcome space branch and bound approaches, the cutting plane methods, the heuristic methods, the
monotonic optimization approaches, the simplicial branch and bound algorithms can be used to solve the problem
(MP) in [14-28]. Recently, the authors in [29-32] presented several different feasible and effective algorithms for
solving the generalized linear multiplicative programming problem (MP). In addition, some feasible global
optimization algorithms for solving generalized nonlinear multiplicative programming problem have been proposed
in [33-35].

In this article, we will present a feasible algorithm for the problem (MP) by solving a series of linear relaxation
programming problems over partitioned subsets. To globally solve the problem (MP), we first transform the problem
(MP) into an equivalent quadratic programming problem (EP), then, a new linearization technique is used to
systematically convert the problem (EP) into a sequences of linear relaxation programming problems. The optimal
solutions of these transformed problems can approximate sufficiently the global optimal solution of the problem (EP)
by a successive partition process. Finally, numerical examples and their computational results are given, and
numerical results show that the proposed algorithm can be used to solve all the test problems in computing the
global optimal solutions of the multiplicative problem (MP) within a given tolerance condition.

The paper is described as follows. In Sections 2, first we convert the problem (MP) into an equivalent problem (EP),
then a new linearizing method is proposed for generating the linear relaxation of the problem (EP). Using the new
linearizing method, a branch and bound algorithm is established for globally solving the (EP), and the convergence
of the proposed algorithm is proved. Some numerical results are reported in Section 3 and Section 4 provides some
concluding remarks.

RESULTS AND DISCUSSION

Firstly, we shall convert the objective function of the problem (MP) into an equivalent quadratic function.
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Define the matrix ( )ik n nQ Q  , where ikQ is a component of Q , define the vector B , where iB is thi a

component of B . Obviously, the problem (MP) can be converted into the following equivalent quadratic
programming problem:

min ( )
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where 0  , then Q I is a positive semi-definite matrix. Then
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According to the characteristic of quadratic function 2
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Hence, we have
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Hence, we can establish the linear relaxation programming (RLP) of the problem (EP) over kS as follows:
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Denote ( )kS and ( )kLB S as the global optimal value of the problem EP( )kS and the problem RLP( )kS ,
respectively. Obviously, we have

( ) ( ).k kS LB S 
Theorem 1. For any kx S , we have the following conclusions:
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Therefore,

0
lim ( ) ( ) 0.k k
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Based on the above new linearization method, we can construct the linear relaxation programming (LRP) of the
problem (EP), which can offer a valid lower bound for the global optimal value of the problem (EP) over rectangle

kS .

Based on the former linearization technique, an effective branch and bound algorithm is proposed for globally
solving the problem (EP). To compute the global optimization solution of the problem (EP), the proposed algorithm
needs to solve a series of linear relaxation programming problem over partitioned subsets of 0S . Furthermore, to
guarantee that the proposed algorithm is convergent to the global optimal solution.

The proposed algorithm is based on subdividing the set 0S into two sub-hyper-rectangles, and each
sub-hyper-rectangle is corresponding to a node of a branch and bound tree, and each node is corresponding to a
linear relaxation programming problem in the associated sub-hyper-rectangle. Therefore, at iteration k of the
proposed algorithm, assume that we get a collection of active nodes represented as k , say, each is associated with

a hyper-rectangle 0 , .kS S S   For each such node S , we will calculate a lower bound ( )LB S of the
problem (EP) by solving the problem (RLP). Therefore, the lower bound of global optimal value of the problem (EP)
on the whole initial rectangle 0S at iteration k is given by min{ ( ), }.k kLB LB S S  

As the optimal solution of the relaxation linear programming problem (RLP) is feasible to the problem (EP), we
renew the upper bound kUB of the problem (EP), if necessary. Therefore, the active nodes collection k satisfy

( ) ,LB S UB kS  , at any stage k . We now select an active node to partition its associated hyperrectangle
into two sub-hyper-rectangles as described below, computing the lower bounds for each new node as before. Upon
detecting any non-improving nodes, we can get the collection of active nodes for the next iteration, and this process
is repeated until the condition of the convergence is satisfied.

The critical element in guaranteeing convergence to a global minimum is the choice of a suitable partitioning
strategy. In our paper we choose a simple and standard bisection rule. This method is sufficient to ensure
convergence since it drives all the intervals to zero for all variables. This branching rule is as follows.

Suppose that the rectangle 0[ , ]k k kS l u S  will be divided. Then we will choose the branching variable px
satisfying argmax{ : 1,2, , }k kp u l i N    and subdivide kS by partitioning the interval [ , ]p pl u into

the subintervals [ , ( ) / 2]p p pl l u and [( ) / 2, ]p p pl u u .

Assume that ( )kLB S be the global optimal value of the problem (RLP) over the rectangle kS and suppose that

( )k kx x S be the global optimal solution of the problem (RLP) over the rectangle kS . The steps of the
proposed branch and bound algorithm are given as follows.

Algorithm statement:
Step 0. (Initializing)
Let initial the iteration number : 0k  , the initial set of the active node 0

0 { }S  ; the initial upper bound

UB   , and the initial set of feasible solution :F   .

Compute 0 : ( )LB LB S and 0 : ( )x x S by solving the problem (RLP) over rectangle 0S S .

If 0x is a feasible solution of the problem (EP), we update feasible set F and the upper bound UB , if
necessary. If 0UB LB   , where 0  is a given tolerance constant number, then terminate with 0x be the
optimal solution of the problem (EP). Otherwise, continue to the following Step 1.
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Step 1. (Bounding) Choose the midpoint midx of kS , if midx is a feasible solution of the problem (EP), then
let : { }midF F x  . And define the upper bound by : min ( )x FUB g x .

If F   , denote the best known feasible solution by : argmin ( )x Fb x .

Step 2. (Subdividing) According to the proposed partitioning rule, choose the branching variable px to subdivide

the rectangle kS into two new sub-hyper-rectangles. Denote the set of new partitioned rectangles by kS .

For each rectangle kS S , compute the lower bound value Lg of ( )g x over the hyper-rectangle S . If the

lower bounds Lg satisfies ,Lg UB then delete the corresponding sub-hyper-rectangle S from kS , i.e.

: \k kS S S , and skip to next element of kS .

If kS   , compute ( )LB S and ( )x S by solving the problem (RLP) over the rectangle kS S . If

( )LB S UB , let : \k kS S S ; otherwise, renew the obtained UB , F and b if possible, as step 1.

Step 3. (Bounding) The remaining partition set is denoted by : ( \ )k k
k k S S    which can give a new lower

bound : inf ( )
kk SLB LB S .

Step 4. (Termination) Detect non-improving nodes by letting

1 \{ : ( ) , }k k kS UB LB S S      .

If 1k  , then algorithm terminates with UB be the optimal value of the problem (EP), and b is the

global optimal solution. Otherwise, : 1k k  , and choose an active node kS such that
argmin ( ), : ( )

k

k k k
SS LB S x x S  , and continue to Step 1.

Theorem 2 (convergence theorem) The proposed branch and bound algorithm either stops finitely with the global
optimal solution of the problem (EP), or produces an infinite iteration sequence which satisfies any limitation point
of the sequence { }kx will be the global solution of the problem (EP) along any infinite branch of the
branch-and-bound tree.

EXPERIMENTAL SECTION

To verify the effectiveness and feasibility of the proposed branch and bound algorithm, several test examples
are implemented on Intel(R) Core(TM)2 Duo CPU (1.58GHZ) microcomputer, the proposed branch and
bound algorithm is coded in C++ procedure, the simplex algorithm is used to solve linear relaxation
programming problem and the convergence tolerance is set as 6=10  . These test examples and their
numerical results are given as follows.

Example 1.
2 2
1 2

1 2 1 2

1 2

min 3 2
. . 2 4, 3 10,

1 , 3.

x x
s t x x x x

x x

 
    
  
Using the proposed algorithm in this paper, the global   optimal solution (1.0,1.0) and global
  optimal value 5.0 is obtained.
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Example 2.

1 2 1 2 1 2 1 2

1 2 1 2

1 2

min ( )( ) ( 1)( 1)
. . 2 10, 3 20,

1 , 3,

x x x x x x x x
s t x x x x

x x

      
    
  
Using the proposed algorithm in this paper, the global   optimal solution (1.0,3.0) and global
  optimal value -13.0 is obtained.

Example 3.

1 2 1 2 1 2 1 2

1 2 1 2

1 2

min ( )( ) ( 2)( 2)
. . 2 20, 3 20,

1 , 4,

x x x x x x x x
s t x x x x

x x

      
    
  
Using the proposed algorithm in this paper, the global   optimal solution (1.0, 4.0) and global
  optimal value -22.0 is obtained.

From the numerical results for test examples 1-3, we can get that the proposed branch and bound algorithm is
competitive and can be used to globally solve the problem (MP).

CONCLUSION

In this article, a branch and bound algorithm is proposed to solve the problem (MP). In the algorithm, a new
linearization method is proposed. By utilizing the method the problem (MP) can be transformed into a series of
linear relaxation programming problems, which can be used to compute the lower bound of the optimal value of the
problem (MP). The proposed algorithm is convergent to the global optimal solution of the problem (MP) by solving
a series of linear relaxation programming problems. Numerical results show the feasibility of the proposed
algorithm.
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