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ABSTRACT

Text categorization which assigns natural languadeets to one or more predefined categories basedheir
content is an important component in many infororatrganization and management tasks. Differenbraatic
learning algorithms for text categorization havefelient classification accuracy. SVM classificatiomodel is
common powerful for text categorization task. Ib&sed on probability and is of religious theordt@sis. In this
paper the SVM categorization model is analyzedamdlgorithm to perform text categorization usimgremental
model is presented. Compared with the Bayes legrmiethod and the K-nearest neighbor method expatahe
results verify the effectiveness of the proposegbrahm. Experiments show that the incremental rhode
dramatically reduces the training time and is ateetlassification algorithm.
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INTRODUCTION

Under the current situation of the rapid develophodrcomputer network how to deal with the massnfermation

is one of the problems that must be solved cuiyeiixt categorization—assignment of natural laggutexts to
one or more predefined categories based on theitenb—is an important component in many information
organization and management tasks [1]. So farstlfeen widely used in support of text acquisitiosifioning and
filtering text categorization. Also it plays an ionpant role in much more flexible dynamic and peedized
information management tasks. However with the eéase of obtained information especially online data
enterprises which have very strong real time neta @all be continued to add to the database whéduires we
can retain historical analysis of the existing dakeen analyzing these new data.

Traditional text classification methods [2-4] pbetupdate data and the previous data together ahitthas been
learned before to train and then get the new dleason criteria. This approach is referred todbatlassification
method which is equivalent to forget all previowrhing results and is very wasteful in space amgb t
undoubtedly. Incremental learning method is theanoeaningful ways to learn constantly update dataaty it

only learn new data on the basis of retaining mnewvilearning results to form a continuous learqiracess. Using
support vector machine (SVM) classification aldgumt can well realize the incremental learning forltmu
classification problems.

Some incremental learning methods based on SVM beer put forward. Literature [5] emphasized tHe of the
support vector--keep the support vector with cotreéed old data join the new data to train obtaéw rsupport
vectors and classification function. Literature {8fed the local incremental learning method. Whendiata cannot
be classified correctly it puts the data aroundrteer data into the data set and amends its origiaakification
criteria. Vote method is used by Erdem et al. tteideine the classification of test data. Firstlglehatch of data is
learned alone and classifiers are got respectigdgondly the test data will be generated into edassifier to get
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its classification marks and the mark signed bytrotassifiers is its classification. Although resgaon SVM is in
full swing and some significant results have beehieved in recent years the research on incremésaahing
method in the field is still in its infancy and thkeare still many problems which need to be reseatcin this paper
an improved SVM incremental learning algorithm isgosed and applied to text classification. Comgpavih the
Bayes learning method and the K-nearest neighbdhadeexperimental results show the effectivenesshef
proposed algorithm. It can greatly reduce the stps time needed by classifier when the new classeases.
Moreover it has advantage over the data size amdnsion. SVM incremental learning method is a bette
classification algorithm.

[I. THEORY OF SUPPORT VECTOR MACHINE AND CLASSIFIER

A. Support Vector Machine

The algorithm of support vector machine comes fatatistical learning theory. The algorithm is basadstructure
risk minimization principle [7-11]. The original tiaset is compressed into the support vector weicélly is 3%—
5% of the former) and the classification decisiamdtion is got by learning. The basic idea is tmstouct a
hyperplane as the decision plane so as to obtaimdximum interval between the positive and negatiede.

The SVM method is put forward from the optimal sifisation plane in linear separable cases. As shiomFig. 1
hollow circles and hollow squares represent the tiypes of training samples respectively. H is dfasgion line
which separates the two types correctly. H1 andak2lines which pass through the points that asentfarest to
various types of samples and parallel to clasdifioaline. The distance between two lines is calt&bsification
interval. According to the principle of empiricék minimization theory actual risk of SVM is deeitl by formula

(1).
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Figure 1. Optimal classification face.
R(w) < Remp(w) +¢ (1)
Where R(«) is actual riskRemp(a)) is the empirical riskd is confidence interval. Completely separation makes
&mp(a)) =0 and maximum interval makes the minimum range offidence intervaf® so that the real risk is

minimized.

Supposing that linearly separable sample séxisy.),i =1,...,n,x0OR", yO{+1,-1} . The common form of
linear discriminant function in n-dimensional spéeg(X) = & [ X+ b. The formula of classified surface is:

gX)=alx+b=0 (2

Take the discriminant functiogj(X) normalized and make all kinds of samples meet |@@()| >1. Then the

classification interval is equal tB/”c«ﬂ . The problem is changed into keeping the larg@stval according to the
condition that classification line may correcthassify all samples. It is symbolically defined as:
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{min f(x)=2/|df (@) -

st y[(wx)+d-1=0, i=1,2;-- ,n (b)

In the case of non-linear some training samplestaoeet the condition of formula (3b). We need adiklaxation
item&; 2 Oin the left of the condition formula (3b). MinimiZermula (3a) is equal to maximiZe(w) = ||£4|2 2.
In accordance with the Lagrange function and Kulker conditions formula (3) finally can be coneerto:

maxd @z)= @. W+AY ) @)

stg 20,0i b) @
y(w'x+b=1-¢,0i (c)

The optimal classification function is got by selgiformula (4) and shown as formula (5).
f (X) =sgn{w' x + b} (5)

We can getg, =1- Y. (' X +b) by the formula (4b) so the formula (4a) can befieed as:

(@) =%afw+ QY- v (& x +b) (©)
i=1 +

|z|+:{0’ it|7<0

z, other

The constan@Q in formula (4a) is equilibrium between the genieatlon ability and training accuracy. @ is
smaller SVM has better generalization ability; Qf is larger SVM has smaller training error. Formb)
introduces the slack variable which allows somenygobverstep boundary and increases SVM abilityna@ite
immunity in case of non-separable. Since introdurctf slack variables we define boundary relativéormula (5)
for each sample:

v =y H(x) )
Giving a training sa;:{)g , yi}i'\i1 formula (6) and (7) show that the aim of SVM leagnalgorithm is to find the

N
function f(X) so as to get the max boundary amtiatnyi of f(X) relative to training set.
i=1

In the linearly non-separable cases the sadgkemapped to high dimensional feature sgdcavhich is mapped

to the linearly separable case and uses a linassitier inH . Thus only the inner product is calculated in high-
dimensional space and the inner product is realis#ag the function of the original space even & don’t know

the form of transformation. According to the theadfyfunctional--as long as a kernel functid)ﬁ()(i [X) meets
Mercer conditions it corresponds to an inner produe certain space. Common forms of kernel fumdiare:

polynomial kernel functiof (X, y) =[(x5y) + s]* ;
the radial basis functiol (X, y) = exp(—aﬂx - y||2) ;

two layer perceptron neural network Sigmoid funttio

K(xy) =tanhk(xly) - ).
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Different kernel functions will result in differerfeature spaces; therefore there will be the differsample
distributions. In order to limit the sample inteetbig feature space we choose a radial basis &mess category
kernel function.

B. Classifier
A classifier is a function which describes the miagdrom the input characteristi®s= (Xl, Xz,...,Xn) to set

f (X) = confidencéclasy relying on the input. In the paper the properfighe document is the words and its
type is the text category. For N categories we @amstruct a collection of binary SVM classifier

C, ={S,,S;;---,Sy} which containsN-1 classifiers but§ is a binary classifier being used to distinguish

collectiod i} and {1,2,---,i =1} .That is to say for the current classification eystonly a binary SVM classifier
need to be constructed to distinguish its instari@nd all the old instances when adding a newgcaje

[ll. SVM INCREMENTAL LEARNING ALGORITHM FOR TEXT CLASSIFICAION

A. Text Classification and Multi-class SVM

Automatic text classification technology is an imot foundation of information retrieval and datining. The

main task is to learn the calibration sample featur the given category tag set and to determimecategory
according to the semantic content of the texthingrocess of text classification after featurec@n for learning
samples which have been pretreated (such as wgrdesgation punctuation etc.) each text d is repteseas a
vector x in the n-dimensional feature vector spawéd regard as input of machine learning algorit@ucrently

there are many machine learning algorithms for tdassification such as statistical learning metkedearest
neighbor method and SVM algorithm etc. Among thewMSalgorithm reflects the performance level of therent

text classification method. Moreover incrementadafe result in the SVM classifiers can not only add/ samples
or categories of knowledge to the classificatiordeidut also do not affect the performance of di@ssand keep
the number of categories.

B. Text Representation and Feature Selection
At present in the field of information processiegttrepresentation mainly uses the vector spacehfo®M) [9].

The basic idea of vector space model is using ve(@§, W,,---, W, ) to represent text. Wher& is the weight of

the ith feature item. The feature items generafly eharacters words or phrase. According to theemdx@nts
generally words as the feature are better thanackens and phrases. Therefore if we want to maketekt be
represented as a vector in the vector space werfake word segmentation for text and use segmempeds as the
dimension of vectors to represent text. Initialgctor representation is completely 0 1 form. Tlsatoi say if the
word appears in the text the dimension of textaeis 1 otherwise is 0. However this method doesreftect the
degree of the role of words in the text so 0 1 gnadually replaced by more accurate word frequeii¢grd

frequency is divided into absolute frequency andtine frequency. Absolute frequency uses frequesfcwords

appeared in the text to represent text; Relatigguency is normalized frequency which is calculatednly using
TF-IDF formula:

tf (t,d) x log(N/n, + 001)
\/Zma[tf (t,d) xlog(N/ n + 001)]°

W(t,d) =

Among themW (t,d) is weight of wordt in the textd andtf (t,d) is word frequency of the wort! in the text

d N is the total number of training texty is the number of text appearédn training text sets the denominator
of which is the normalization factor.

In order to improve the efficiency text featureestion should be removed some items accordinge@tturrence
of characteristics and then select some featureegmonding to classifiers. By comparing the featselection

methods we finally choose to use the mutual infdionaentropy. The mutual information of featus; and

classifier C is defined as:

MI - = - I p()g ’C)
%= 2, 8 P06 b0

213



Cao Jianfang and Wang Hongbin J. Chem. Pharm. Res., 2014, 6(6):210-217

SelectK feature items with largest mutual information he tclassifiers as input of the learning method. Let
K =300 for the SVM learning algorithm according te thxperimens which has not strict proof only beeaus
training effect is good whelK =300.

C. SVM Incremental Learning Algirithm
Supposing that the classifier of curreNt—1 category isC,,_;. When considering a new categddy we only

need train a binary sub-classifi§ to distinguish between instances Nf (positive cases) of all instances of the
previous N —1 categories (regardindN —1 categories as a superclds€_; negative cases) and get a new
classifierC,, = C,_, [0 S . In the processing of te€k,, first gives instances t&, and if S can accept it it is

part of categoryN ; If S rejectes it the instances will be input the clessiC,,_; in order to obtain the decisions
belonging to the previous

classifier 1 classifier 2 classifier N
support support support
vector vector vector
) 4 ) 4 A

empty Vah VAL o]
nowled 'K/ '\J '\

Figure 2. The processof incremental training.

» final knowledge

N

When new categories are added we must replacedheré set which results in change of feature sfizeve need
adjust the method of feature selection. Supposiagthe feature set of classifi€,_, is F_; the feature space of

classifier Cy,_; is V,,_; . Before the training process begins we make Ifezlire selection for the categoly and
superclassSG_, then get feature set the union of which dng_, is called F . ThereforeF_, U F and
feature spacd/|,_, of classifierCy_, is feature spac¥, 's subspace of classifi€C, . So we train sub-classifiers
S, of two values in spac¥,, . The projectionX |V, of the vector spac¥,, is input into the sub-classifiB,, for

an instanceX when testing. If it is refused and applied to sifisr C,_, X|V,,_, will be taken as input. The
learning procedure is as follows:

(1) Sample pretreatment: do original text segme&maemove punctuation and extract feature of text.

(2) Normalization process: according to the newilaite set and corresponding to the original datanfa new
training set and testing set and do normalization.

(3) Establish training model: use radial basis &kfanction to get the training model for trainisgmples.

(4) Classify: classify test samples using trainimgdel and output the results and classificationiaazy.

The classification learning algorithm is as follows

Input: feature sef_; the instances dfl the instances of the supercléS&§ ; classifierC,_;.

Output: the feature sdt,, classifierC,.

(1) Fy = Fy_, Olocal _ feature_selectiorfN,SG_,) .

2) Sy =SVM_train(N,SG,_;,F,) .

N —1 categories. When the classifi€, of the previousN categories already exists the arrival of a new

categoryN +1 can get the classifi€,,, . Method of this paper is mainly based on ideamafemental learning
put forward by Drucker et al. which keeps suppe@dters of the old data set and join them into the data set to
train. The basic idea is shown in Fig. 2.

(3) C, =classifies(C,,_,,S,) -
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The constructed classifi€c,, contains a binary classifi€d, and low-level classifie€C,,_, . For each test instance
X C, processes its projectio)<i|VN on V) recursively. Only wherX |VN does not belong to the current class

will it be input to the lower classifi€c,_, and regard the results €3, _, as its own decision. As a result if

classifier error in a more high-level is the donminarror in the decision process the performancthefclassifier
will be largely influenced.

IV. BAYES LEARNING METHOD AND K-NEAREST NEIGHBOR METHOD

A. Bayes Learning Method

Simple Bayes classifier [12-15] assumes that eamfd s conditional independence and all words nadlg have
one parent node. Its principle is: Determine tlasglof each text in the training set and then alethe probability
estimation of word in training text. So the paragngtof classifiers are composed of priori probgbiialue and

conditional probability value based on the clasdricyy speaking each cIasst has a document
frequencyP(C, ) relative to all other classes. For each witiin the vocabularyy P(W, | C;) indicates the

frequency of occurrence that the expected Wkdof the classifier in the file of the claﬁj . For standard tutor

learning Bayes classifier classifier parameter esednined by the labeled training documents. We daw a
conclusion that Bayes learning method uses priobaility to judge assistantly so as to get theemaccurate
results. It is best in the sense of minimizing erpoobability and risk. But Bayes classifier neddsow the
conditional probability and its decision surfaceften a hyper surface the shape of which is veryglex and it is
difficult to calculate and construct.

B. K-nearest Neighbor Method

The most simple and intuitive method in patterrssilication field is classification method basedtba distance
function [12]. The core idea is to use the centegravity of a class to represent the class. Thaloutate the
distance between the samples to be classifiedrendeanter of gravity. Finally put the samples toclassified into
the class with the nearest distance. The Mahalardibiance is often used in discriminant analysigkvnot only
considers the mean of class but also containsahiance information of class. The using of inforimatis full. The
basic assumption of the Mahalanobis distance ikiadls are normal population. If all the samplenpan a class
can qualify as a representative of the class thihé nearest neighbor method. Nearest neighbdroaigtot only
compares the mean distance of various types botcalsulates the distance between all sample pokstdong as
the distance is nearest it belongs to the class.di$tance of the samples uses Euclidean distdinge Euclidean

distance between two poin¥ = (X, X,,---,X,) andY = (Y, ¥,,---,¥,) is d(X,Y) = /i(x, -y)* .
i=1

V. EXPERIMENTS AND PERFORMANCE EVALUATION

Text classification is a mapping process in essehbe mark of evaluating text classification systsnaccuracy
and speed of mapping in the condition of the camtirs increase of data. Mapping speed depends athglexity
of the mapping rules. And the reference of evahgatnapping accuracy is the classification resuftsest by
experts’ judgment. The more similar with artific@hssification results it is the higher accuratylassification is.
it implied the two indexes of evaluating the teldssification system: accuracy and recall. Thisegpaelects 2680
Chinese text corpus from the Internet using diffitreassifiers and different amount of data to sl analyze
efficiency and results of text classification SVNtiemental learning algorithm. The corpus contéfifergnt types
of documents and are classified by experts in iblels into 36 categories-- political military telsion etc. For
experimental convenience this paper only dividegpe® into 15 categories roughly. The method of cilg
training sets and testing sets is as follows: ramgselect 20% of data from corpus as open testhgetemaining
part as training set and closed test set. Repeatxperiment 15 times operate classification algoricalculate the
average value. This paper firstly tests the runtiimg and error rate of SVM incremental learningoaithm in the
condition of the continuous increase of data. Teamental results are shown in Table I.

As can be seen from the test results with the aging of test data the classification computatioretdoes not
increase linearly and error rate is very low whemg SVM incremental learning algorithm proposethia paper.

Then compare different classification algorithmsarder to verify the validity of SVM incremental aing
algorithm in the closed and open test. The experiat@esults are shown in Table II.
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TABLE|. DATA SET OF TESTING

Dataset The amount of data Computing time(s) Eatms
Initial data set 800 94 4.0%
Data subset 1] 130 5.0 3.2%
Data subset 2| 200 5.8 2.8%
Data subset 3 280 6.3 3.0%
Data subset 4| 350 6.8 2.9%
Data subset 5 410 7.0 3.1%

TABLE Il. CLASSIFICATION ACCURACY OF DIFFERENT ALGORITHMS

Algorithm Recall of closed test Accuracy of closed test Recall of open test Accuracy of open tes
SVM 89.6% 91.1% 82.4% 82.6%
Bayes 84.3% 85.8% 78.5% 76.7%

K-nearest neighbo 87.3% 89.3% 80.1% 80.4%

As can be seen from the results of the above clasedopen test compared with Bayes and K-nearéghhner
method we can get higher recall and accuracy uSMYyl incremental learning algorithm which is a kiod
effective method.

Through experimental tests we can draw a concluttiah the advantages of the proposed algorithm amigmn
reflected in the following aspects: (1) Adapt tagkrscale data: With linear growth of classificatidata
classification time and error rate is not lineaswed; (2) Easy to expand: When adding new categohie original
classification system established is not destrcredi we only need make some relative calculationghfi®e new
classification which makes classification easyperate no duplication of work have some expansapability .

CONCLUSION

This paper proposes SVM incremental learning allyprion the basis of analyzing SVM classifier in-deg\nd we
make comparasion with Bayes learning method andcedtast neighbor method realize text classificatioran
environment close to the real world. The above waie all verified by experiments and the resuitsasthat the
proposed algirithm is very effective.

At present we have used the algorithm to complééxteclassification system which can be used assify text and
Webpage text. The system has been tested usimgeadmount of data and obtained the quite idealcefin the
future we will continue to improve the system triescombine with other effective text classificatimethods and
further improve the classification accuracy of system.
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