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ABSTRACT

For a dynamic, changeable agile manufacturing system, a dynamic job shop scheduling approach is one of effective
measures for production management. In this paper, an improved genetic algorithm is proposed to the job shop
scheduling problem. The experimental results suggest that this improved genetic algorithm is correct, feasible and
available. The data-driven optimization method is a new approach to study the agile manufacturing system.
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INTRODUCTION

In recent years, more and more scholars have biegiatus on and study the agile manufacturing systeented
job shop scheduling and dynamic scheduling [1-Bla&zYong Zhang et al. investigated the dynamic dalireg in
the cases of delayed arrival, processing of raverizs and assembling, as well as adding the nbs/gogently [3].
Brank et al. studied the dynamic scheduling inaghge of random arrival of jobs, and improved theedaling per-
formance through combining the early idle time il et al. shortened the idle time earned fromdpiation pro-
cess by the job selection rule to improve the salivreg performance [5]. Adibi studied how to hanthe dynamic
events - the random arrival of jobs and machinereend assessed the scheduling performance thrairgizing
the processing time and the job delay [6]. Congdeadding new machines, Fattahi investigated adya flexible
job shop scheduling problem (JSSP) with changeafleal time of new jobs and processing time, arehsured
the effectiveness of scheduling by minimizing tiofeeompletion [7].

With continuous upgrade and a wide applicationntérinet of things, mass data of device, processpamdiction
reflecting running state of the agile manufactursiygtem have been collected and stored [8-9]. Hewen practi-
cal optimization process, it is usually lack ofefficient statistic, analysis and evaluation ofsinelata, so they can-
not be converted to useful information to managdrdepartments.

AN IMPROVED GENETIC ALGORITHM

The Genetic algorithm derives from biogenetics tr@natural law of survival of the fittest. It ia &telligent op-
timization method with an iterative process of {dual + detection’. Genetic algorithms express peabsolving as
the survival of the fittest of chromosomes, andvenge to an individual the most adaptable to therenment fi-
nally by step iteration of chromosomes. In the mjation process of existing genetic algorithmsfien lacks an
effective statistic, analysis and application dflofe and on-line data of optimization systemsvilew of this, this
paper attempts to design and implement a datasdgesetic algorithm for the dynamic JSSP. And ésib frame-
work is as shown in Fig. 1.
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Fig. 1. The Framework of Improved Genetic Algorithm

In this paper, the data-driven genetic algorithrdefined as a hybrid genetic algorithm combining geenetic opti-
mization model and the knowledge model. In thisoatgm, the genetic optimization model searchesfdiasible
space of the optimization problem according to ‘tlteghborhood search’ strategy. While the knowledgedel
mines useful scheduling knowledge from mass off-timd on-line data, and then uses it to guidedhevf-up op-
timization processes. The data-driven genetic dlgoris based on the genetic optimization modet, meanwhile,
highlights the role of the knowledge model. It agties both models to improve the algorithm optiriira effi-

ciency.

With the continuous running of the production salied) system, the off-line and on-line data of @eyiprocess
and production reflecting the running state havenb&ccumulated constantly. This paper mined theviguge of

parameter, operator and strategy from these aéfdind on-line data, and then used it to guide ahevi-up opti-

mization processes of genetic algorithms.

(1) The three-stage division for the job shop sclind plan. When solving the dynamic JSSP, the wtsalving

process should be planned reasonably to adaptittertainty and dynamics of the scheduling systeoms@iering

the above, this paper divided the job shop schegullan into three stages: the executed plan, ldre tp be exe-
cuted and the one to be programmed (as shown in2frig he executed plan represents the schedularg exe-
cuted by the scheduling system until now. And imtsplans, they won't be changed basically. The ptebe exe-
cuted refers to the scheduling plans that will becpssed in the scheduling system. They have sgmardcs and
certainty, needing to be handled immediately byesagifreparing operations. The plan to be progragnraters to
the scheduling plans that will be processed insttfeeduling system after a longer follow-up timeeyhave some
dynamics and uncertainty, needing to be handledediately by some genetic algorithms. In the progcaigo-

rithm, the strategy knowledge is used to guideseti&eparing operations, and the operator knowledgkeparame-
ter knowledge to guide the genetic optimizationcedure. It is important to note that the reasondhlision of the

plan to be executed and the one to be programmeslially determined by the historical data, us@eernce and
expert knowledge. And this paper will divide thése plans based on the historical data.

Current time
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Fig. 2. Thethree-stage division for the scheduling plan
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(2) The selfreparing operation based on strategydadge. When solving the dynamic JSSP, this pamménly em-
ploys the following three scheduling strategiesegoriority processing to the task with a higheopty (Sr,), the
one with the shortest processing tirig4) and the one with the longest processing tigig); Here suppose that the
work performance of each scheduling strateg$Tis ST, andST; respectively (at the initial phase, their work-per
formance is initialized to 1). When implementing thelfreparing operation, this paper selects adsdimg strategy
based on the following probability:

PR = o W
_, ST

k=
In which, PR denotes the selective probability of iflescheduling strategy.

(3) The genetic optimization operation based ompater knowledge and operator knowledge. At th@lrphase
of data-driven genetic algorithm, the author udesl drthogonal design method to generate 27 tygiashmeter
combinations, and meanwhile, initialized the woekfprmance of each set of parameters to 1. Befach #erative,
the data-driven genetic algorithm adopts the réailetethod to randomly select a set of parameters 7 sets as
the parameters for this iteration based on the werformance of parameter combinations. And theprdgenmode
of selective probability of each set of parameigizs below:

Py
PR=—F " )]
AR Y

In which, PR denotes the selective probability of iffleparameter combinatiofA is the work performance of the
ith set of parameters.

In the data-driven genetic algorithm for the dynad$SP, the author employed five types of crossoperators
and three types of mutation operators to implenitsnbptimization process together. Here, suppoat ttie work
performance of each crossover operatd®d®; (i=1,2,...,5) and that of each mutation operato®iV; (i=1,2,3)
respectively. Before each iterative, this algoritviti select a kind of crossover operator and matabperator with
the following probabilities respectively.

PRX, = ?P—xi 3)
°_OPX,
PRM, =M @
>..,OPM,
RESULTS

As shown in Table 1, five instances are used tathesfeasibility and correctness of the propodgdrahm.

Table 1. Five instances of job shop scheduling

Name of instanc Number of jobs Number of machines Sum of processes

MKO06 10 10 150
MKO7 20 5 100
MKO08 20 10 225
MKO09 20 10 240
MK10 20 13 240

In order to simulate the uncertainty and dynamicthe real job shop scheduling system, this pagepta the fol-
lowing way to add some uncertainty and dynamidféoabove instances:

(1) Randomly add 5% new processes, and their psomesime on th¢™ machine islTi{. Here,/ is a random num-
ber in an interval [0.8, 1.2];; is the average processing time for all the prazes$ thd " task on th¢™ machine.

(2) Randomly change the processing time of 5% iexjgtrocesses, which is changedigy. Here,1 is a random
number in an interval [0.8, 1.2]; is the processing time for the current procegbei" task on th¢" machine.

The author employed the Visual C++ language deaigh implemented the data-driven genetic algoritomtlie
dynamic JSSP. All experiments were completed irskadomputer with a CPU of Pentium Dual Core 2G 2@&d
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memory. In order to assess the optimization perdowwe of the proposed algorithm more objectivelis flaper
solved each instance 100 times by this geneticriéihgo and the average value of experimental resudts taken as
the final result. The experimental results are showTable 2.

Table 2. Experimental results of different instances

Variable quantity of Variable quantity ¢
Name of instanc Sum of processe3otal processing timé>rocess processing

(%) plan (%)
MKO06 150 8.13 6.72
MKO7 100 6.28 5.51
MKO8 225 9.27 7.32
MK09 240 11.05 8.15
MK10 240 9.82 7.18

It can be seen from Table 2, although some unogytand dynamics were added to these five instaresgsectively,
the proposed algorithm can solve these uncerta@mteveffectively. For the variable quantity of toparocessing
time, that of the instance MKO07 is minimum (6.28%)K10 is maximum (11.05%), and their average vakie
8.91%. For the variable quantity of process prdoggslan, that of MKO7 is minimum (5.51%), MKO9rigsaximum
(8.15%), and their average value is 6.98%. So fteerabove results, it is not hard to see whethewr#riable quan-
tity of total processing time or that of processqgassing plan, the data-driven genetic algorithm dxal with the
above dynamics and uncertainty by a smaller vaighhntity (less than 10%). In general, the apfidineexamples
have shown the correctness, feasibility and usglufithe proposed algorithm.

CONCLUSION

In the modern dynamic job shop scheduling systeassiproduction, device and process data have lndlented
and stored. However, in the real optimization psscehey cannot be converted into useful infornrmafar man-
agement departments. In view of this, a dynamiedaling method based on the data-driven genetaritihgn was
proposed. And the application examples have shbwrcorrectness, feasibility and usability of thegmsed algo-
rithm. The data-driven optimization method createtew way to study the agile manufacturing system.
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