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ABSTRACT 
 
There aren’t core attributes in some information system, but the core attributes are the basis of attribute reduction 
algorithm based on mutual information, in order to solve the problem of a new attribute importance degree one new 
method on the basis of mutual information is proposed in the paper, which consists of its own information entropy 
and mutual information. Then the corresponding heuristic reduction algorithm is proposed. Experimental results 
show that the algorithm can solve non-core information system attribute reduction, but also can get attribute 
reduction faster, and the reduction number is also relatively small. 
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INTRODUCTION 
 

At present there are various kinds of evaluation attributes in the command and information system, to ensure 
efficiency and effectiveness of evaluation it is essential to constitute the most concise attribute system. Attribute 
reduction is to remove unnecessary attribute without changing classification result of information system. Rough 
sets theory is a valid mathematical theory developed in recent years, which can analyze and deal with imprecise, 
incomplete and inconsistent information effectively, and can dig out the connotative knowledge, and reveal potential 
rules. By rough sets theory, we can usually obtain a few reduction results for an information system, so we always 
hope to find the minimal reduction. The core and reduction of attributes are two important topics in the research on 
rough sets theory, but researchers have proven that it is NP-hard problem to look for all reduction or minimum 
reduction of an information system. But the researchers have found that an efficient attribute reduction algorithm 
can be obtained on the condition that the relationship between knowledge and information system established with 
information entropy. Skowron[1] put forward one attribute reduction algorithm based on discernibility matrices, 
Articles [2-6] present some improved attribute reduction algorithm based on discernibility matrices, which have 
lower computational complexity and storing capacity. On the basis of conditional information entropy, articles [7-8] 
study the computation of a core and attribute reduction in distributed environment. Qian[9] analyzed the relationship 
between attribute reduction and conditional information quantity and gave one new conditional information quantity 
which cut down the number of attributes and time complexity. Teng[10] presented a new reduced definition which 
integrates the complete and incomplete information systems into the corresponding reduced algorithm. Liang 
etc.[11-13] studied the incomplete information systems. Miao [14] proposed the knowledge reduction algorithm 
which is based on the mutual information between the conditional attributes and decision attributes. Jia [15] 
proposed one attribute reduction algorithm based on mutual information gain. Articles [16-20] proposed rough sets 
attribute reduction algorithm based on mutual information, which can make use of heuristic information to reduce 
the search space, and can shorten the search time as far as possible, and can finally get an optimal or approximate 
optimal solution. But the attribute reduction algorithm based on mutual information is the bottom-up approach, 
whose starting point is  from the  relative core attribute of decision table, then the most important attributes 
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selected from the other attributes are added to the relative core, and the  computing processing is ended when the 
core mutual information is equal with the conditional attribute. In actual information system, there will be a lack of 
core attributes. When the core attributes are empty, we must calculate mutual information after choosing one 
attribute, so the computational complexity increases significantly. 
 
In this paper, one new attribute importance degree method is proposed, which depends on its own information 
entropy and mutual information，and the author gives the corresponding heuristic reduction algorithm. The 
experimental results show that the proposed algorithm not only can solve the problem of attribute reduction for the 
non-core information system, but also can obtain the attribute reduction results faster, and the number of reduction 
attribute is relatively small. 
 
THE BASIC CONCEPTS OF ROUGH SETS THEORY 
Definition 1: ),,,( fVAUS =   is set to an information system. Among them, [ ]{ }UUUUU ,,, 21 L=     is non 

empty finite sets which is called the domain space,  [ ]{ }AaaaA ,,, 21 L=  is non empty finite attribute set, which is 

called the attribute set,  aAV ∪=   , Aa∈  , aV is attribute’s domain range, 
aVAUf →×:  is the 

information function. When x  is a , x  has unique value in aV  .On the side, for  sequence 

)(,),(),(( 21 xcxcxcC nL  and sequence )(,),(),(( 21 xdxdxdD nL ,  φ=∩∪= DCDCA ,  , 

),,,( fVAUS =  is called as decision table of the information system.   )(,),(),( 21 xcxcxc nL is called as the 

condition attribute set. 
 
Definition 2: For the given knowledge representation system ),,,( fVAUS = , the in-discernable relationship of any 

attribute is as follows: 
 

)1()},(),((:),{(:)( ayfaxfBaUUyxBIND =∈∀×∈=  
 

Definition 3: For the given the knowledge representation system ),,,( fVAUS = , ,,, UxUXAP ∈⊆⊆  

the lower and upper approximation set for X  with regard to )(BIND  is as below respectively: 

 

{ }XCINDUxXR ⊆∈∪= )(:)( ；   (2) 

 

  { }φ≠∩∈∪= XCINDUxXR )(:)(  (3) 

 
Definition 4: For the given knowledge representation system ),,,( fVAUS= , if AQP ⊆, , the positive 

domain )(QPOSp is defined as: 

)()(
/

XRQPOS
PUX

p ⊆
∪=  

 
Among them, )(XR  is the lower approximation of X . 

 
Definition 5: U  is a domain set,  P  and U  is two equivalent relation of domain U  (knowledge), 

},,,{)(/ 21 nxxxPindU L= , },,,{)(/ 21 nyyyQindU L= , then the probability distribution that P  and 

Qeffect on the U is defined as follows: 
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Among them, ;;,,2,1,)( ni
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i L==  mj
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i ,,2,1,)( L== , the symbol E  is the base ofE . 

Definition 6: According to the information theory, the information entropy of knowledge P is 
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)(log)()( , the conditional entropy )( PQH of the knowledgeP  relative to Q is : 
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The mutual information );( QPI of the knowledgeP  relative to Q  is:  

 

)()();( PQHQHQPI −= ;  （6） 

 
THE ATTRIBUTE IMPORTANCE BASED ON THE MUTUAL INFORMATION   
In the process of decision, we pay attention which condition attribute is the most important for the last decision, so 
we must consider the mutual information between condition attribute and decision attribute. The 
article [17] proposed the method that obtained the attribute importance by the increasing amount of mutual 
information with adding one attribute. It is defined as follows: 
 

}){()();(}){;(),,( aRQHRQHRQIaRQIQRaSGF ∪−=−∪=   (7) 

 
Based on the above formula, the chosen attributes are that there is more number in the domain, but from the 
information theory, it is to select the one which is chaotic, but the selected attributes are not maybe useful for the 
decision. 
 
In view of the above problems, the article [19] has made the improvement to the importance of attributes, which is 
defined as follows: 
 

)(/})){()(()(/)(}){(),,( aQHaRQHRQHaQHRQIaRQIQRaSGFold ∪−=−∪=   (8) 

 
But the above calculation processing depends on the core attributes, in order to overcome no core problem, the 
author improves the formula (8), the result is as follows: 
 

)9(1)(/))(}){()((

)(/))()(}){()(()(/));();()};{(()),,((

−+−−=

−+−−=+−−=

cDHDHcCDHCDH

cDHcDHDHcCDHCDHcDHDcIDCIDcCIQRaSGFnew

 
 

The improved method not only considers the increment of mutual information after adding the attribute, but also 
considers its own information entropy. When the mutual information increment is equal, the smaller )( aQH  is, the 

higher attribute importance degree is. The equation (9) can be in agreement with the actual situation, and also solve 
the attribute reduction with no nuclear attribute information system. 
 
AN IMPROVED ATTRIBUTE REDUCTION ALGORITHM BASED ON MUTUAL INFORMATION 
On the basis of the formula (9) in the section 2, in this paper the author proposes a new attribute reduction 
algorithm, which does not need to calculate core attribute, whether one attribute is added into attribute reduction set 
or not is decided by the increment between the mutual information and conditional entropy. The specific algorithm 
description is as follows: 
 

The Input: A compatible decision table system, Cis condition attributes set, D is the decision attribute, U  is the 
domain. 
 
The Output: One reduction attribute set; 
(1) The mutual information is calculated between condition attribute and decision attribute set; 
(2)let φ=R , the proceed is performed on the attribute set RCR −=' , RCC −='  as follows: 

For each attribute 'Cci ∈ , we calculate ),(/),( ii cDHDcI , and select the one that has maximum value a , if 

there is the same value for multiple attributes, we choose one which comes the earliest , then }{ aRR ∪=  

② then we judge whether  );( DCI  and );( DRI is equal, if they are the same, then the next step goes to 
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(3), otherwise goes to ①. 
(3) R is a reduction result, and we output it. 
 
THE SIMULATION EXPERIMENT 
In order to verify the effectiveness of the above algorithm, we take it to compute the reduction set of a command and 
information system, as shown in table 1. From it, we can see that the system has 4 attributes, 14 experts give those 

evaluation results, the condition attributes are  },,,{ 4321 cccc  , decision attributes are }{d , the  value of   set 

C  is set as V={0,1,2}, which corresponds good, general, poor state respectively. The value of set D is set as {0,1}, 
which corresponds good and bad for operation effect, after pre-treatment on the original data, we get the decision 
table shown in table1. 
 
The below is the processing in accordance with the algorithm of section 3: 
 
We consider table 1 as an information system 
 

}14,13,12,11,10,9,8,7,6,5,4,3,2,1{ xxxxxxxxxxxxxxU = ,condition attribute set is 

},,,{ 4321 ccccC = , decision attribute set is }{dD = , then

}13,12,11,10,9,7,5,4,3{},14,8,6,2,1{{)( xxxxxxxxxxxxxxDIND =  
 

TABLE 1: Decision table of information system 
 

samples
Communication

 quality 1c  

System exchange

 quality 2c  

Safety 

 measure 3c
Personnel  

diathesis 4c
decision 

resultd
x1 0 0 0 0 0 
x2 0 0 0 1 0 
x3 1 0 0 0 1 
x4 2 1 0 0 1 
x5 2 2 1 0 1 
x6 2 2 1 1 0 
x7 1 2 1 1 1 
x8 0 1 0 0 0 
x9 0 2 1 0 1 
x10 2 1 1 0 1 
x11 0 1 1 1 1 
x12 1 1 0 1 1 
x13 1 0 1 0 1 
x14 2 1 0 1 0 

 
According to the description the algorithm of section 3, the steps are as follows: 
(1) Firstly we calculate the mutual information between  set C  and the set D ; 
(2) We calculate the importance degree of each attribute according to the formula (9), the table 2 lists the 

result, from which we can see that the attribute2c  has maximum value, so it was chosen as the reduction elements, 

RCCcR −== '
2},{ . 

(3) Then we calculate 261.0);( =DRI ，we can see );();( DCIDRI ≠  
(4) According to the algorithm of section 3, we need to select another attribute to join reduction set from the 

remaining attributes, from table 2 we can find that the 1c  attribute has the most importance degree among them, so 

we add it into the reduction set, },{ 12 ccR= . 

(5) Then we calculate 4605.0);( =DRI ,but );();( DCIDRI ≠ ; 

(6) Then we select another attribute from table 1 to join R , according to the important degree, 3c  

are selected, because the equivalence classes of },,{ 421 ccc is 

}}{},{},{},{},{},{},{},{},,{},,{},{},,{{ 1412119876510413321 xxxxxxxxxxxxxx  and the equivalence 

classes of },,{ 431 ccc  is 

}}{},{},{},{},{},{},{},,{},{},{},{},,{{ 1413121197610543281 xxxxxxxxxxxxxx .Because their kind 
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and number of attribute combinations is the same. At present 2c is already in the reduction set, therefore we select 

4c  to join the R set without3c . We get the result as follows: 

},,{ 412 cccR= , 9403.0);( =DRI . 

(7)  Due to );();( DCIDRI = , so we terminate the processing of the algorithm. }4,,{ 12 cccR=  is one  reduction 
set of the original information system.  
(8)  

TABLE 2  Attribute important degree 
 

 
Attribute 

)(DH  }){( cCDH − )( cDH  )(cSGFold )(' cSGFnew

1c  
0.9403 0.5714 0.6935 0.5714 1.1798 

2c  0.9403 0 0.6793 0 0.3842 

3c
 

0.9403 0 0.7885 0 0.1925 

4c
 

0.9403 0.2857 0.8922 0.2857 0.3741 

 

From table 2, we can see that the attribute importance degree of 4321 ,,, cccc  obtained by formula (8) were 

0.5714,0,0, 0.2857 respectively, which is inconsistent with the actual situation. But the attribute importance degree 

of 4321 ,,, cccc  is obtained according to the algorithm proposed in this paper is 1.1798, 0.3842, 0.1925, 0.3741 

respectively, the attribute importance degree of 2c  is 0.3842 which is consistent with the actual system. 

 
CONCLUSION 

 
Because some information systems may have no core attributes, but the core attributes is the foundation of the 
present attribute reduction algorithm based on mutual information, in order to solve the problem the author puts 
forward a new method to measure the importance degree of attribute and construct the corresponding heuristic 
reduction algorithm. This proposed algorithm takes into account the increment of mutual information after adding a 
attribute, but also its own information entropy, which can significantly decrease the ratio that the 
important attribute is taken as redundant attribute to remove. The experimental results show that the algorithm can 
not only solve the attribute reduction of non-core information system, but also be able to get reduction attribute 
faster and the reduction number is less than the present algorithms. 
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