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ABSTRACT

There aren’t core attributes in some informatiostsyn, but the core attributes are the basis oftatte reduction
algorithm based on mutual information, in ordersve the problem of a new attribute importancerdegne new
method on the basis of mutual information is pragbm the paper, which consists of its own infoioraentropy
and mutual information. Then the corresponding Feiar reduction algorithm is proposed. Experimentasults

show that the algorithm can solve non-core infoipratsystem attribute reduction, but also can gdtitaite

reduction faster, and the reduction number is atdatively small.
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INTRODUCTION

At present there are various kinds of evaluatidnibattes in the command and information systememsure
efficiency and effectiveness of evaluation it iserttial to constitute the most concise attributstesy. Attribute
reduction is to remove unnecessary attribute witlehianging classification result of information tgm. Rough
sets theory is a valid mathematical theory devaloperecent years, which can analyze and deal imifirecise,
incomplete and inconsistent information effectivelgd can dig out the connotative knowledge, amdalkepotential
rules. By rough sets theory, we can usually obéafew reduction results for an information systemwe always
hope to find the minimal reduction. The core andudion of attributes are two important topicshe research on
rough sets theory, but researchers have provenittiatNP-hard problem to look for all reduction minimum
reduction of an information system. But the resears have found that an efficient attribute reductlgorithm
can be obtained on the condition that the relakignbetween knowledge and information system eistadd with
information entropy. Skowron[1] put forward oneridtite reduction algorithm based on discernibiliatrices,
Articles [2-6] present some improved attribute mthn algorithm based on discernibility matriceshieth have
lower computational complexity and storing capaddy the basis of conditional information entrogstjcles [7-8]
study the computation of a core and attribute rédndn distributed environment. Qian[9] analyz&e telationship
between attribute reduction and conditional infaioraquantity and gave one new conditional infoliovaguantity
which cut down the number of attributes and timenplexity. Teng[10] presented a new reduced definitivhich
integrates the complete and incomplete informasgatems into the corresponding reduced algorithrand-
etc.[11-13] studied the incomplete information sys$. Miao [14] proposed the knowledge reductiorogtigm
which is based on the mutual information betwees ¢bnditional attributes and decision attributda. [15]
proposed one attribute reduction algorithm basedhatual information gain. Articles [16-20] proposealigh sets
attribute reduction algorithm based on mutual infation, which can make use of heuristic informatiomeduce
the search space, and can shorten the search difiae as possible, and can finally get an optimmamproximate
optimal solution. But the attribute reduction aigfan based on mutual information is the bottom-gpraach,
whose starting point is from the relative cortiladite of decision table, then the most importatitibutes
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selected from the other attributes are added taoetaive core, and the computing processing dednwhen the
core mutual information is equal with the condiibattribute. In actual information system, theiiét be a lack of
core attributes. When the core attributes are empéy must calculate mutual information after chongsone
attribute, so the computational complexity increasignificantly.

In this paper, one new attribute importance degne¢hod is proposed, which depends on its own inddion

entropy and mutual informatienand the author gives the corresponding heuristduaton algorithm. The
experimental results show that the proposed algaritot only can solve the problem of attribute g for the
non-core information system, but also can obtaiattribute reduction results faster, and the nurobeeduction
attribute is relatively small.

THE BASIC CONCEPTSOF ROUGH SETSTHEORY
Definition 1. S=U,AV,f) is set to an information system. Among theU],:{Ul,Uz,...,U[U]} is non

empty finite sets which is called the domain spacg,= {al- a,, -, a[A]} is non empty finite attribute set, which is
called the attribute set, V =0A, , allA , V,is attribute’s domain rangef:Ux A -V, is the

information function. When X is @, X has unique value inV, .On the side, for sequence
C(c,(x),¢,(x),---,c,(x) and sequence D(d,(x),d,(x),---,d,(x) . A=CUOD,CnD=¢ ,
S=U,AV, ) is called as decision table of the informationteys ¢, (x),c,(x), --,c,(x)is called as the
condition attribute set.

Definition 2: For the given knowledge representation systemu , AV, f), the in-discernable relationship of any
attribute is as follows:

IND (B) ={(x,y)OU xU :OalOB(f(x,a)= f(y, a)} @

Definition 3: For the given the knowledge representation sySenU, AV, f), PO A X OU,x0U,
the lower and upper approximation set f&¢ with regard to IND(B) is as below respectively:

R(X) =O{x0OU : IND(C) O X} (2
R(X)={xOU: INDC) n X ¢} (3)

Definition 4: For the given knowledge representation syst8m U, AV, f) ,if P,QO A , the positive
domain POJ(Q)is defined as:

POS" (Q) = XDl%JllPiR(X)
Among themR(X) is the lower approximation ofX .

Definition 5: U is a domain set, P and U is two equivalent relation of domaitJ (knowledge),
U/ind(P) ={x,,X,,---,X.}, U /ind(Q) ={V,,Y,,--,Y,} . then the probability distribution thaP and
Q effect on the U is defined as follows:

X:p — 1 2 n j|;Y: :|: Yi \Z Ym :| (4)
Xz {p(xl) p(X;) -+ P(X,) vl Py p(Y2) - P(Ym)
Among them, p(xi)zij,i =12---n; P(Y;) =‘i;—j‘,j =12---,m, the symboI|E| is the base dE .

Definition 6: According to the information theory, the informatientropy of knowledgeP is
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H(P) = —Z p(x;)log p(x;) . the conditional entropyH (Q| P) of the knowledgd® relative to Qis:

i=1

H@QP)=->" p(x)Y_ B(y;[x)log p(y;[x)  ©)
i=1 =1
The mutual informationl (P; Q) of the knowledgd® relative to Q is:

I(P;Q =H(Q-H@QP); &

THEATTRIBUTE IMPORTANCE BASED ON THE MUTUAL INFORMATION

In the process of decision, we pay attention wihiichdition attribute is the most important for tlastldecision, so
we must consider the mutual information between di@mn attribute  and decision attribute. The
article [17] proposed the method that obtained aftigibute importance by the increasing amount oftualu
information with adding one attribute. It is defihas follows:

SGF(a,R,Q) = I(Q;RO{a}) -1(Q;R) =H(QR) -H(QRT{a})

Based on the above formula, the chosen attributestteat there is more number in the domain, buinfrihe
information theory, it is to select the one whishchaotic, but the selected attributes are not maeful for the
decision.

In view of the above problems, the article [19] haede the improvement to the importance of attebutvhich is
defined as follows:

SGRq(@RQ) =1(QRI{ &) -1 (QR/H(Qa) = (H(QR) ~H(QRO{a})) /H(Qa) (8

But the above calculation processing depends orcdte attributes, in order to overcome no core jerobthe
author improves the formula (8), the result is@ws:

SGR.{(@RQ)=(1(CH ¢; D)~ I(C;D) +1(c D))/ H(Oc) =(H(OC) ~H(DC~ &) +H(D) ~H(D))/ H(Djc)
=(H(0C)-H(DC~ d) +H(D))/H(Do) -1 ©

The improved method not only considers the incramm&mutual information after adding the attribubeyt also
considers its own information entropy. When theumbinformation increment is equal, the smallﬁr(Q‘a) is, the

higher attribute importance degree is. The equdBdran be in agreement with the actual situatiord also solve
the attribute reduction with no nuclear attributtormation system.

AN IMPROVED ATTRIBUTE REDUCTION ALGORITHM BASED ON MUTUAL INFORMATION

On the basis of the formula (9) in the sectionn2this paper the author proposes a new attribudeict®on
algorithm, which does not need to calculate combate, whether one attribute is added into afitébreduction set
or not is decided by the increment between the alutfiormation and conditional entropy. The specédigorithm
description is as follows:

The Input: A compatible decision table systerfis condition attributes setP is the decision attributelJ is the
domain.

The Output: One reduction attribute set;
(1) The mutual information is calculated between caodiattribute and decision attribute set;

(2)letR = ¢ , the proceed is performed on the attributéRsetC — R,C =C - R as follows:

(IFor each attributec, [1C', we calculate | (c,,D)/H(D,c,), and select the one that has maximum vadugif
there is the same value for multiple attributesciveose one which comes the earliest , tier R[{ a}
@then we judge whether|(c;D) and |(RD)is equal,if they are the same, then the next gieps to
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(3), otherwise goes tab).
(3) Ris a reduction result, and we output it.

THE SIMULATION EXPERIMENT
In order to verify the effectiveness of the abolgodathm, we take it to compute the reduction ded csommand and
information system, as shown in table 1. From &, a&n see that the system has 4 attributes, 14ts)giee those

evaluation results, the condition attributes afe,,C,,C,,C,} , decision attributes ar¢d} , the value of set
C is set as V={0,1,2}, which corresponds good, geheroor state respectively. The value of §8tis set as {0,1},

which corresponds good and bad for operation eftgfter pre-treatment on the original data, wetbetdecision

table shown in tablel.

The below is the processing in accordance wittatherithm of section 3:

We consider table 1 as an information system

U= x{XLX8 ¥4 % & X & % 1k11x12x13 X4} ,condition attribute set is
C ={c,,c,,C;,C,}, decision attribute set i ={d}, then
IND(D)={{x % 8 & & 14X ¥ & X 7x 9x10x11x12 13}

TABLE 1: Decision table of information system

Communicatiofystem exchange Safety Personnel |decisio

|
samples quality C, qualityC, | measureCydiathesis C, resultdl

x1
X2
X3
x4
x5
X6
X7
x8
X9
x10
x11
x12
x13
x14

Nk kol |o|olkviviNv|k oo
Rlo|k|kr v kNN R o|o|o
o|r|o|k|r|r|or|rk|r|o|lo|o|o
k|o|k|k|lo|o|o|r|r|o|o|o|+|o
o|r|k|k|k|r|o|r|o|r|r|r|lolo

According to the description the algorithm of sentB, the steps are as follows:
(1) Firstly we calculate the mutual information betweesetC and the setD ;
(2) We calculate the importance degree of each atgibotording to the formula (9), the table 2 libes t

result, from which we can see that the attril@jtehas maximum value, so it was chosen as the reduetements,
R={c,},C' =C-R.

(3) Then we calculatel (R; D) = 0261, we can seel(R;D) # 1(C; D)

(4) According to the algorithm of section 3, we needétect another attribute to join reduction setrfithe
remaining attributes, from table 2 we can find th&t C, attribute has the most importance degree among, the

we add it into the reduction seR={c,,C}.

(5) Then we calculatel (R; D) = 0.4605,but | (R;D) #1(C; D) ;

(6) Then we select another attribute from table 1 o o, according to the important degre€,

are selected, because the equivalence classgg pt,, C,} is

{ %} {X {Xs, X {Xa: Xea { X {Xeh { X3 {Xgh { X, { X {X. 2} {X,}} and the equivalence
classes of{C,,C;,C,} is

{{ X0 Xgh {X4 {xah {Xah {Xs, Xioh {Xeh {Xh {Xah {Xuh {X0h { X3} {X1,}} -Because their kind
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and number of attribute combinations is the sam@résent C, is already in the reduction set, therefore we $elec

C, tojointhe R set withoud;. We get the result as follows:
R={c,,c,c,} .1 (R D) =0.9403.

(7) Due tol(R/ D) =1(C; D), so we terminate the processing of the algoritfR={C, G, 64} is one reduction
set of the original information system.

(8)

TABLE 2 Attributeimportant degree

ttribuie 7@ |HD(C=) [H(DIO) [SCF, (€)| SCF,, (@
Cl 0.9403| 0.5714 |0.69350.5714| 1.1798
C, 0.9403 0 0.679 0 0.3842
Cs 0.9403 0 0.788% O 0.1925
C4 0.9403| 0.2857 |0.89220.2857| 0.3741

From table 2, we can see that the attribute impodadegree ofC,C,,C;,C, obtained by formula (8) were
0.5714,0,0, 0.2857 respectively, which is incoesiswith the actual situation. But the attributegportance degree
of ¢,C,,C;,C, is obtained according to the algorithm proposethis paper is 1.1798, 0.3842, 0.1925, 0.3741

respectively, the attribute importance degreeGyf is 0.3842 which is consistent with the actual syst

CONCLUSION

Because some information systems may have no dtibuges, but the core attributes is the foundataf the
present attribute reduction algorithm based on aluinformation, in order to solve the problem theher puts
forward a new method to measure the importanceegegif attribute and construct the correspondingisigt
reduction algorithm. This proposed algorithm tak#e account the increment of mutual informatioteafidding a
attribute, but also its own information entropy,igéh can significantly decrease the ratio that the
important attribute is taken as redundant attriioteemove. The experimental results show thatalgerithm can
not only solve the attribute reduction of non-cimfermation system, but also be able to get reducdittribute
faster and the reduction number is less than tesemt algorithms.
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