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ABSTRACT

The performance of Field Programmable Gate Array (FPGA) is closely related with its own reasonable
segmentation, and the routing of FPGA forms when different functions perform on the segmented FPGA to meet
different demands. For this reason, a novel FPGA segmentation method is proposed based on the improved ant
colony optimization. Experimental results suggest that the proposed approach is feasible and correct.
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INTRODUCTION

FPGA is a kind of Application Specific Integrate@d@it (ASIC). It is a kind of general user prognaable device,
first developed in 1984 by the Xilinx Group. FPGAdaCPLD (Complicated Programmable Logic Device}thbo
programmable logic devices, have resulted from BAlogrammable Array Logic) and GAL (General Arraygic),
et al. Compared with previous PAL and GAL, FPGA LDPowns higger scale, and it can take the placeio$ of
or even thousands of IC chips. Such a FPGA /CPL&xisally a subsystem component. This kind of chigis been
accepted by electronic engineering designers wadiehand widely applied in aerospace, communicatioedlical,
industrial control and other fields, especiallytahlie for the sample development and small-lot petidn of
products.

FPGA is flexible in construction. Its logic unifs;ogrammable interconnect and FO units are alljpamoghable, can
realize different function and meet kinds of desifgmmand [1]. Due to its rapid speed, low consunmpéiod wide
application, FPGA is especially suitable for thesiga of complicated systems [2]. It can also realiynamic
allocation, reconstruction of on-line systems (aiag the circuit function upon demands at differembment
during the system operation to make the systemsewvaral space-related or time-related tasks), renelgoftening
and software hardening [3].

SEGMENTATION DESIGN OF FPGA

The Segmentation Design of FPGA is the preconditibthe Routing problem [4]. The segmentation hesiadkd
the layout of modules on the chip and the locatidndifferent pins on the module, and the intercatiog
information among different pins provides referefarethe routing through the netlist [5].

Instead of discussing the specific relations betwegic chips and pins, we will abstract the probiend the details
are as below [6]. The segmentation design probleRP&A includes row-based and array-based FPGAgthely
one-dimensional problem and two-dimensional problstost of present studies focus on one-dimensi&RabA,
and some studies on two-dimensional problems ordpgse basic ideas based on one-dimensional studiésis
paper, we try to explore how to use ant colony @tlgms to solve the segmentation design of FPGA, ae focus
on one-dimensional FPGA for convenience. First sehagns are introduced for description.
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Symbol Meaning
L The number of columns for the channel
N The average number of nets contained
by each channel
T The number of tracks contained by channels
K The maximum of segments occupied
by a net
D The allowable maximum of nets

with endpoints on the same column
The probability that net’s length |is

h(x,l
( ! ) and its left endpoint i¥
f (|) The probability that net’s length |is

g(X) | The probability that nets left endpoint 6

It is easy to get

f(l):Z‘ f (x,I),g(x):Zh(x,I)

It is a FPGA that has been segmented. In the ttieeis contained by the channel, the white cirelpreésents
segment points, so the first track has been seguénto two segments, the second three and thetthe. Whether
this kind of segmentation is reasonable or not ddgen the probability that it has met the netse figher the
probability is, the more reasonable the segmemtasio

Here is a brief description forK -segmentation problem.K -segmentation design problem: given
L,N,T,K andh(x,l), design a kind of track segmentation to maximte success probability oK -segment
routing problem (that will be discussed in the nelxapter). In other words, this kind of segmentagbould meet
nets as many as possible to completesegment routing.

THE PROPOSED APPROACH

This algorithm is based on the graph theory andesoFPGA from three stages, similar to the matchiggrithm
and minimal spanning tree. Besides, the secondtlind stages of the algorithm are the same as dhahe
matching algorithm. The following is some improvernen the first stage.

Similar to algorithms based on Kruskal, the segumt#on problem is converted into one to find a fotbat meets
the following two special requirements in a K-p@rtjraph: The weight sum is maximal, and any twdexes of
each tree do not belong to one part simultaneously.

The basic idea is to combine another classicalrlhgo (the Prim algorithm) of the minimal spannittge with ant
colony algorithms to generate an ant colony alparibased on Prim algorithms to get better solutions

Prim algorithms are mainly used to get the minis@anning tree in a weighted connected simple g{&phw)
represents a weighted connected simple graphRhienalgorithms proceed as below.

(1) any % 0V (), 106) =01 (9 =ea(x# %) Vo ={xg, T, =% andk =0,

2) Given DXONg (X )IVi1 andVia =V =V, | if WX X) <I(X) | take the place df%) with W(X X .
Select % Vi, , 10)=min{l0:x0M} . Suppose & =%, UDV,, | so that W(g)=1(x)
LetVik =VilU(X), T =T, *+&.

3 fk<v-1 turnto 2). IK=V-1 stop.

Now, the problem is to find a maximal forest fulltcees. Here, the Prim algorithm is used to ges¢htrees through
slight improvement. In the previous Kruskal aldomit, edges are selected according to the weighevahd the

requirement that no null exists, and only invertihg selection order (the ascending order) in thémal spanning
tree can get the desired forest.
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However, in Prim algorithms, edges are selectecedam the marking number of vertexes and whetheir th
endpoints are selected ones or not. Two alterratieee: 1) first assign negative value to the weidledges in the
graph, and added a number (the value should berlétgn the maximal absolute value of edge weigbt#) then
find the minimal forest satisfying constraint 2tive obtained graph, finally restore the originallpem and get the
optimal solution. 2) Modify control criteria foréhalgorithm.

The first stage turns into that a?SWDV(G) , 106)=0.1 ()= 067 %) Vo :{XO} ,TO = *oandk =0 The second stage
changes: giveHxD Ne(%a)Vir gpg Vier =V =V jg W(%1X) > 1(x) , then take the place Ke9) with W)

V. I = I (x):x0V, = _
select % Vi1 50 that (%) max{ () :x T‘l} . Supposeek = U, ULV, , SO that w(g) =1(x) .
LetY =ViaU(X). T, =T2*&  The termination condition of this algorithm isetlsame as that of Kruskal

algorithms: no edges satisfying constraint 2 exist more.

The improved Prim algorithm can be used to findgpanning tree with the maximal weight sum in thepb, and
finally get the solution. However, the counterexéarghows that neither the improved Prim algorithon Kruskal
algorithm can obtain the optimal solution.

In a word, both Kruskal and Prim algorithms can used to solve segmentation design of FPGA through
transformation. They are so greedy that they trgdd edges with maximal weights into the tree dib, so what
they finally obtain is only a spanning tree witte thaximal weight sum, but the desired is a forElserefore, they
could not get the optimal solution because thectiele of the first tree will influence the subseqtiselections.

Ant colony algorithms can break down this deadldzke to their randomness, ant colony algorithmsazneve a
nice result in solving TSP problems. Here, thegagrrandom search ability is combined with Prinoéthms to
find the optimal solution to the problem.

In ant colony algorithms, the pheromone of antstista from one vertex is stored in the edge, andKinskal
algorithms, the selection of edges is only relevaith their weight value, so it is hard to combiKeuskal
algorithms with ant colony algorithms.

Prim algorithms with the second improved alterratidescribed in the above are adopted, namely afgathe
maximal tree through modifying control criteria @fjorithms. First, list all candidates during thedestion of each
edge and label vertexes according to the labeliitgria in improved Prim algorithms, then selectjesl through ant
colony optimization algorithms. When each ant hasslied the construction of forests, ant colonyirofation
algorithms based on the Metropolis criterion arepded to decide of which ant-passed edges the ptoere will be
increased, and the iteration goes on until its nremhias reached the preset maximal one.

Since the above has analyzed the constructidn -giartite weighted graph, the discussion here mdmtyses on
how to find a forest in A1 -partite weighted graph satisfying the followingnstraints: The weighted sum is
maximal, and any two vertexes of any tree do néirigeto one part simultaneously. The detailed impatation
process is shown as below (relevant mathematioglepiures will be shown in appendixes).

Step one: initialization. As to each edge, Z:maﬂw(qj)}nij =W(e; )/Z,T-

; = 005 (set the original

pheromone concentration and visibility of each ¢dBetermine the ant numbit.

Step two: generate a satisfying maximal forestoasaich ant through the combination of Prim algarghand ant
colony optimization algorithms.

Step three: update of pheromone.

Step four: termination conditions.

(1) Design Requirements. Network sharing platform for manufacturing res@scaims to provide uniform
‘intermediary’ services for scattered manufacturamgerprises in a group, set up a bridge among ealtdborative
manufacturing enterprise and realize optimal w@tian of manufacturing resources and informatioarisiy. The

design pf this platform should satisfy the follogirequirements:

1) Realize flexible inquiry and online retrieval r@fsources and information of each manufacturirigrprise, reach
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dynamic management of manufacturing resources igraup and provide reliable manufacturing resource
information for arranging and implementing manutfiaicty plans.

2) Timely publish manufacturing resource use aneéstaallocation situation on the internet so thelated
manufacturing enterprises can timely master thestaesource use conditions.

3) Users on each platform should have the commtioicahannel on the platform.

4) Manufacturing resources owned by each membeauaicovert to each non-member unit, so the piatf&hould
have good security mechanism, including validityifigation for log-in and restricted use of systemanagement
function.

Development of the platform system should be ableromote sharing of various kinds of informatiarttie group,
timely know resource conditions of each enterpiiipgrove work efficiency and enhance harmony amsistency
of decision-making.

RESULTSAND DISCUSSION

For the convenience of comparison, the instanca de obtained here through the experimental methddtheir
parameters are the same as that in the pdper.100 (the maximal length of tracks is 100 =50 (50
instance groups)) =50 (each instance group contains 50 instances at)nidst detailed generation process of
instances is: implement the following iteration taseach instance group: 1) different instance groaptains
different number of instances, select one numbardheys the normal distribution. 2) Randomly Seflee location

of the left endpoint of the instance from numbetio199, suppose it is 3) Randomly select one number from 1
to100—i as the length of the instance. Return to step @y atep 3) ends, and the iteration goes on umil t
number of generated instance is the same as tis&nl). An input instance is obtained in this waag it will be
transformed into a 50-partite adjacent matrix.

The matrix is the input of the above-mentioned athm. After the implementation of the algorithndges that can
be merged will be merged and the length sum of sdgewill be reduced greatly. The following is theerimental
data.

Table 1 Net Length Comparisons

Algorithm Improved Prim Algorithm MST Algorithm
. .| After the | Before the| Afterthe
Order of instances  Before the algomhmalgorithm algorithm | algorithm
1 3371 230 3973 234
2 3522 246 3753 253
3 4324 248 3918 246
4 3769 244 3959 241
5 4246 295 3499 225
6 3424 233 3797 230
7 3891 233 3410 239
8 4283 243 3509 233
9 4506 237 3786 252
10 3979 242 4062 235
Weight sum 39316 2453 37674 2388

It can be seen from the comparison in Table 1 thame data obtained here is even poorer than thstST
Algorithm, but most are better. The reason is thatmoving of ants during the optimization prodssstochastic. In
a word, the experimental result is better.

CONCLUSION

This paper combined ant colony optimization aldmitwith classical graph theory algorithms, and psga the ant
colony algorithm based on the Prim algorithm foe tegmentation design of FPGA. It aims to find acsd
maximal forest. On one side, it has adopted thedyreriterion in Prim algorithms, and on the otkiele, it has used
the ant colony algorithm to increase the randomfasthe edge selection, so it can also be callBdira algorithm
with ant colony optimization idea. Experimentalalahow the algorithm can achieve satisfactory tesul
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