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ABSTRACT

With relative theory about technology of data minand recommender model of user’s interest, thpeparesents
the method of MWFP-TREE based on the combinatibmele® recommender model idea of user’s weight hed t
minimum weighted FP-TREE method. Compared to fadit method, this method does not only carry out
dimension reduction of raw data to improve thecedficy of a constructing tree but it also perforassociation rule
mining and improves mining effect. This methodpigliad to mathematics teaching evaluation in oneversity
and it finds out different evaluations from differestudents respectively considering students’rinégion and
teachers’ information while it is not similar toaditional thought which is only to perform miningettion based
on teachers’ information. Towards mining regulagoand results, it provides significant referentialues for
objectivity of teaching evaluation and teachingediions.
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INTRODUCTION

Educational evaluation research has become ondreé tfields on current educational scientific reseaand

mathematics teaching evaluation research is theritaupt content in educational evaluation researdithematics
teaching evaluation is an important step for ursitess to realize mathematics teaching of scientifianagement
and is also an effective measure to promote mattiesrtaaching reform and improve mathematics teschuality.

With constant penetration and development of mattiesiteaching reform, especially, the provisioredficational
thinking from examination-oriented education to lgyaoriented education seems to be more importargerform

mathematics teaching evaluation research.Mathestgiching evaluation system in each universitymcdates

amounts of data. Most of it is only applied to pemfi simple data statistics and inquiry but usefifbimation truly

hidden in it is rarely used. Thus, it can acquifiient information through data mining.

Data mining is an interdisciplinary subject miximgany subjects, which attaches researchers’ atteritmm

different fields. This subject contains databasghnelogy, artificial intelligence, machine learnjngtatistical
analysis, pattern discovery, information retriewat; [1-8]. Sun Zhongxinag [9] points that studéeetsluation on
teaching method as well as teaching achievemem fudferent teaching methods is analyzed by cotigia
analysis. Association rules method is to judge Whieethod fits specific students or courses, whih also adopt
correlation analysis. Many researchers proposepfyaassociation rules [10-13] to find out factoedated to
students’ scores, school performance, employmdnt, te provide effective reference for teachingteys in

universities. [14] indicates that using non-oljgtt of students’ scoring to evaluate teaching asthg association
rule to acquire information influencing teachingatity are helpful to scientific nature of teachiegaluation.
JIANG Yongliang presents [15] that applying FP-gtiowo perform mining association rule in the coucbesen
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system to obtain useful association rule: whicldends like which courses. It can assist relevapadenent to carry
out reasonable allocation of teaching resource ma#te corresponding decisions. Qu Shouning [16]if@an)
University raises that using Apriori algorithm bdsen students’ exam scores can analyze internahemion

between each subject while users can easily acgeiegant information between courses on the bafsiaining

result and make decisions, etc.

Aiming at existing problems in college teaching laaion and based on association rule researchfiltheng
technology based on content expression is combividd the collaborative filtering technology based aser
similarity to present a kind of new mixed improvexddel concerning existing technological featured msearch
object. This mixed improved model acquires recordiren result from the perspective of content andruse
similarity respectively and improves recommendinglgy. On this model basis, the thought of weightdded and
improved from efficiency and result. From CRM idaaers with different types are regular mining mit.uDifferent
kinds of users carry out corresponding regulatmasto acquire more effective analysis results.

2. Relative theory and method improvement in userecommender system

2.1. Users recommender system

The method based on content is to suppose thatesshis independent. Users’ historic data merélgomtent-
based filtering and data based on program featares performed recommendation. Content-based fitjeri
technology mainly adapts to information expressgdéaxt [17] and information which is recommendedusers
only limits similar information generated by usehgtoric behavior. Moreover, a pure content-basedmmender
system faces the problem of excessive individutdinaMemory-based algorithm on collaborative filibgy (CF) is
a successful recommender technology which recomserdording to client’s historic probability withirslar
hobby and behavior. However, the defect of thi©itetogy lies that: if a new attributive quality aggps in the
database, there is hardly any recommended posgitiiie to probability factor. In addition, if a usehobby is
special, he will not find the most adjacency andshaso not recommended correctly.
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Figure 1. Collaborative filtering system

Figure 1 describes recommender system processassiclsystematic filtering.User sends out requesteb service
program, web service program responses and regplgctinvokes users and program data set. Meanwhile,
collaborative system is invoked and historic scda¢abase offered by collaborative filtering systeanries out
comparison and filtering to acquire recommendedrimftion to return to client.

2.2. Users’ interest recommendation combination témique and improvement

At present, the algorithm combining the two methizden the basis of content-based result to applkaloorative
filtering, which only considers similarity betwearsers rather than considering that the proportibfooming
content’s each attributive quality's deeper infloeron users [18]. Therefore, this paper comes tip the weight
idea that users evaluate matrix and content meroonstruct users, project, weight matrix of conetribute so as
to reveal each project’'s deeper influence on usefiad out projects significant to users at last.

At first, according to selected project matrix Rezfch user Un and the matrix F of project attripthe relation
matrix P between users and project attribute caschjaired:

pu f)= > F(i,f) (D

OR(u, 1)>0
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When p(u,f)>0, there has relationship between usand project attribute F. Table 1 refers to thiéedénce on
inner relationship and users between users anegrajtribute. Column F2 refers that most user$eprihis
attribute with little difference. Column F4 refetbat this attribute only aims at user U3 with large
difference. The purpose of this paper’'s method dbstw difference, that is, the setting of attriluet weight,

is to find out better description or expressingrisséeatures. It reveals key attributes on differerbetween
users and removes previous weight setting whosdé lisnonly from professional knowledge and human
setting weight.

Table 1. Users-items weighting matrix p

F1 F2 F3 F4
ur 2 2 1 o0
Uz 1 2 0 O
us 0 0 0 1
u4 0 2 1 0
The setting of attribute weight is:
U.
W = Inu (2>
Uy |

U denotes to user number ahbk denotes the user number of selecting this attrilaiteeast one time. The

lower w is, the more kinds of users are interestedd and the smaller this attribute reflects usedifference.
In contrast, if W is larger, it will be easier tastinguish different kinds of users’ interest attrte.

Especially wherlJ, /U, =1, it means all users will choose this attribute.

3. Evaluation algorithm with users’ interest

3.1. Improved FP-tree based on weight

Before establishing FP-tree and constructing FE-t@ndition, user’s interest weight model shouldubikzed to
deal with data. On this basis, the association alderithm application does not only reduce dataetision, but it
can also find out regulations with potential megninore effectively with considering the influendeuser interest

weight and support. Weigh®y | can enlarge user difference but attribute vath support can be kept so that some
attributes with high support but little differenceuld be directly filtered.

The minimum weight support is:

MWSR X = Mirf w*sup port X))

When constructing tree and condition tree, the mimh weight support can be taken as miming regulatib
pruning condition, which narrows regulation scopke increase of node support number is not puedgrt 1 as a
unit but to increase as corresponding values in attgbute matrix P in a unit so as to improve iminefficiency.

The specific algorithm is shown as:

(1)Constructing MWSP-TREE

Scan transaction database one time and WSP isesrttadin the minimized support pruning. F set ofjfient item
and their support are selected and F is rankedigivodescending order in support. Root node ofigreenstructed,
which is marked by nun.
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Figure 2. Construct MWFP TREE

Towards each transaction in data, inserttree(pdE)tis operated. The process shows: if tree hdslé N, then

N.itemname=P.itemname. So N counting is increagimgunt, that is, the value in line P and columm ghis
matrix.

The node counting is not simply taken 1 as a uait related to user's recommender model matrix. &loee,
support increasing efficiency is increasing witueing scanning time.

(2) MWFP mining call MWFP-Growth(TREE,a)
If TREE includes single path P then

For each combination of nodes in P

Generate modg5 = @, U & its MWPS is the minimum MWPS of nodes number/in

Else for eacha, in header table of TREE

Generate modgl =q, Ua , support counting MWPS is the minimum MWPS of n@dember inf
Construct conditional pattern basis f# and its conditional tredree,

If tree; # @ then

Call MWFP-Growth(ree;, 3)
Get conditional tree for 13 as figure 3 shows.
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Figure 3. Condition tree of 14 whose wsp>minwsp

The conditional tree with conditional nodes I3 @datilated as formula 3 and the minimum weight supisctaken
as conditional criteria.The flow in detail is :
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Figure 4. Procedure of MWFP mining

3.2 The comparison resultsbetween MWFP and originalgorithm
The following shows the comparison between weidhtetated attribute acquired by table 2 as welltasveight

formula and its partial item set under differergalthms.
Table 2. Items weighting matrix

Item Weight

F1 0.3
F2 0.12
F3 0.3
F4 0.6

Table 3. Comparison of itemsets in WIP and MWFP

ltemsets  supporting count  Weight WIP  MWSP-TREE
U3,F4 1 0.6 0.3 0.6

U2,F2,F1 2 0.12,03 0.5 0.24

U2,F3,F1 1 0.3,03 0.35 0.3

In table 3, the support of (u2,f2,f1) is relativédyger in algorithm FP-TREE. However, in algorithdWFP, since
attribute F2 is popularized, which is not functidn® produce association rule towards one userianaeight
support is relatively small, it is directly seledter deleted. The support of (u3,f4) is relativetyall in algorithm FP.
However, since attribute F4 is special to U3, kept in algorithm WFP-TREE. Compared to classi¢Vdlgorithm,
the weight of WIP is artificial settings and it hiasge subjective factors. Mining result is infleed largely by

subjective factors.

Table 4. Items weighting matrix

Iltemr  Weigh
F1 0.3
F2 0.2
F3 0.4
F4 0.6

For improved algorithm, the number of practicahtaction business reduces to user numbers. Sinfidyuser
chooses 3 projects, the transactional data befamdlimg is 3 while the transactional data afterdtiag is 1. During
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constructing tree and condition tree, node supputease is not purely taken 1 as a unit but toemee as
corresponding value in a unit in user attributeriratvhich improves mining efficiency as a whole.

Table 5. Comparison of itemsets in WIP and MWFP

Iltemset  supporting cour Weigh  WIP  MWSF-TREE

U3,F4 1 0.€ 0.2 0.€
U2,F2,F1 2 0.12,0.3 0.5 0.24
U2,F3,F. 1 0.3,0.. 0.3% 0.2

Under the condition of the 10% lowest support anel 40% lowest confidence, each algorithm perfores t
towards two 12-intensive and sparse data setsin@experiment, data tuple number increases frohttQ1500,
which is used to compare time complexity changesagh algorithm.
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Figure 5. Comparison of experimental efficiency oulifferent algorithms in intensive data dataset

Data curves on time complexity of MWFP algorithndaiIP algorithm is shown as figure 5. It is discadthat
the improved MWFP algorithm’s operating time aimaig-P-tree algorithm is fast with increasing datale. With
increasing transaction numbers, operation speetbi® quickly. Operation time of MWFP algorithm aRB-tree
algorithm is increasing as soon as transactiondseasing. If transaction of MWFP is small with iggadata set, the
efficient operation is not superior to the otheo tagorithms. If transaction of MWFP is smallerlwihtensive data,
operation time is relatively long at the beginnittpwever, with transaction increasing, MWFP appdarde
superior and operation time is quicker than before.
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Figure 6. Comparison of experimental efficiency owlifferent algorithms in sparse dataset

Figure 6 refers to efficiency comparison of spatataset. It is shown that the improved algorithnas suitable
towards sparse scale data. Since data are spasariot be functioned to set corresponding weaid data
dimension. Similarly, constructing user’s weightdebconsumes some time, which results in efficiemduction.
Since WIP is artificial weight setting, therefoeven though there is a sparse dataset, it wilbffett its efficiency,
which can perform pruning and improve mining e#fiety according to subjective request.
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4. Implementation in mathematics teaching evaluatio system

First, scores are divided into excellent, betteqodyand bad. The scores above better will be ssleas interesting
teacher evaluation table. The combination betweanhers’ attribute table and students’ attribulbdetapplies the
idea of users’ interest model to deal with datarotigh using handled data, relevant regulations tdsvdifferent
students’ influencing teachers’ scores are camigdmining. Then, through evaluating data, studenfsrmation
and teachers’ information, weight system hierafghyed on users’ interest will be constructed.

The users’ attributes of first layer denote thelattes of students:
S, ={G C,..., G}, C, is the detailed attributes of students;

The teachers’ information in second layer denoteetbaluation matrix and teachers attributes matrix;
T,={C, C,,..., G}.C, is the detailed attributes of teachers;

S,={T, T,..., T} When T =1 it means the evaluation for teachers is betfBy=0 means the
evaluation for teachers is lower than good;

The teachers’ attributes of third layer denote téechers attributes which attract the studentgastethat is,the
essential reason to select teachers;

M, ={(C, N, W),....,(G, N,, W)}, C, is the attributes which attract the students &steend N, is the

times of selection\, is the weight of this attribute.

With some main attributive information includingatdhers’ ages, school ages, educational backgratadents’
grades, GPA, gender, etc, the selected sample mamabd representativeness are comprehensivelydayasli to
analyze to obtain potential correlation of teachamgl its attributive quality, which performs datee-processing.
Teachers’ fundamental information table, studeetsiluating teaching information table and studefuisamental
information table are collected to store in databafhe acquired data are performed discretizatiod a
generalization transformation so as to get datecttre form in unification which is suitable fortdanining, which
is shown as the following table:

Table 6. Students and teachers’ information

Grade GPA Educational background Titles
grade 2-3 grade4 <3.0 3.0-36 >36 Master Doctéecturer associate professor  professor
4 0 4 0 0 4 2 2 1 1
3 0 0 3 0 3 2 1 1 1
2 0 0 2 0 2 2 2 0 0
0 3 0 3 0 3 2 1 2 1

In the first line of data, data 4 under studentlaite refers one low-grade student’s evaluatiarescs higher than
“better” from four out of six teachers. That is, $elects four efficient data in his evaluation ¢abhd he evaluates 4
times with this attribute. Therefore, this studentlated attribute matches 4. The data under ¢gachttribute is,
therefore, the matrix data corresponded to thig kihattribute on student and teacher after apglyiser’s interest
model.

Before MWFP algorithm handling, there are 560 datally. However, after handling, there are totdlg0 data.

The weight above master’s degree is 0, that ideatthers have this attribute. Although the suppbthis attribute

in data is high, it does not have practical mingense. Therefore, most people’s selection attrimitéirectly

deleted. Although they have higher support, themot any difference. After filtering little weight can be selected
through statistical method to directly generateulaigon. The following table displays the companison some
results between these two mining algorithms.

The top 5 rules on application of FP-tree in table
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Table 7. Top 5 rules on application of FP-tree

NO Rules

1 Students with GPA 3.0-3-5the teacher should have master’'s degree, doctegeed or above with humorous teaching style, lattogm
5 teaching years and 40 ages.

2 Boys, relevant majors>the teacher should have master's degree, doctegeed or above with humorous teaching style, casaahing

environment, larger than 5 school years and 40.ages

Non-relevant majors, boys have master's degree or above with humorous tegdhyle, larger than 5 school years and 40 ages.

Non-relevant majors, bo— have mastfs degreer above with lecturer, associate professor andatasachincenvironmer.

Students of grade 4, relevant majesual teaching, lecturer, associate professor.

abhw

The top 6 rules on MWFP-TREE in table 8

Table 8. Top 5 rules on application of MWFP-tree

NO Rules
1 The student with GPA smaller than 3.0, relevaajons and grade 2-3the teacher with age smaller than 40, lecturemaicyear smaller
than 5.
2 The student with GPA smaller than 3.0, relatedorsa boys~the teacher with casual teaching, lecturer, astog@eofessor, female
teacher.

3 The student with GPA is between 3.0-3.6, relewaeior, girls—strict teaching, professor, associate professde teachers.

4 The student with GPA larger than 3.6, relevanjomastrict teaching, professor, associate professtioacyear is larger than 5, male
teacher.

5  The student with relevant major, GPA is betweel-3.6 and grade—casual teaching, lectureassociat professor, female teach

6 The student with non-relevant major and grade-2e8turer, associate professor, casual teaching.

From table 7, it is shown that, since evaluatiotalen as the unit of class, data feature is thgtgsoportion is
large and the number of students belonging to GRA33 is big, the original algorithm should be kg and most
regulations are determined according to boys amdesits’ GPA in 3.0-3.6. Moreover, mining regulatisrdirectly

acquired through statistical method. The conditiothh humorous teaching style, school year larganth and age
larger than 40, should not be necessarily apptiesbtstruct MWFP-TREE.

From table 8, it can be analyzed that students with-relevant majors prefer casual teaching enwiemt and
relatively simple teaching style. Towards this kinfdstudents, corresponding teachers can be askidffavever,
towards senior students with relevant majors, daenling requirement is not as strict as those stadeith lower
grades due to employment and other factors. Medewarious kinds of students will have evaluaté@viations
towards teachers who are strict in teaching. Tthescorrect analysis should be carried out towthidsevaluation.
Some teachers with strict teaching and low evalnagicores should increase other factor coefficientggulate in
order to guarantee evaluation objectivity and mnbiteachers’ activity.

CONCLUSION

Aiming at problems in college P. E evaluation systand on the basis of association rule researéh,pédper
presents solution based on data mining algorithomvards traditional users’ interest modeling whistonly simply
technological basis application with merely usesshilarity consideration, this paper also preseatsveight
recommender model based on users’ interest. Thriwggbasing users’ interest weight on the basisrigiinal FP-

TREE algorithm, it not only functions as data dirsien but it also finds out different regulationsigiare suitable
for different users from the perspective of usetassification. Finally, MWFP is applied to teadhievaluation in
one university. Association rule mining based oooremender model of user weight is carried out achéng

evaluation data to provide decision support infdiomafor teaching department, improve teaching itpand

promote students to keep better learning state.
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