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ABSTRACT

The D-S evidence theory is an important informatfasion method at the decision level. A novel edde
combination method is proposed to solve the coinitetive problem of the Dempster rule. It firstlassifies the
evidences according to decision making; then, caott evidence importance degree and evidence hiétia

models as the discounting factors for evidenceh different conflict degrees within the same clasdetween
classes; finally, combines the evidences by thed3#sris rule. The experimental analysis shows thatmethod is
reasonable.
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INTRODUCTION

The evidence theory was put forward by Dempstelr9igi7 and was further developed and improved btoident,
Shafer. As a result, it is also called as D-S aweetheory. It has become an important informafision method at
the decision making level[1]. The Dempster’s rufecombination is one of the core contents of th& Eheory. It
combines the information pieces represented by cB&sbbability Assignments (BPA) into more completed
information. However, when treating some speciatlenwce combinations, especially high conflict evickes, the
Dempster’s rule will lead to some counterintuitresults[2].

Many researchers thought that the counterintuitegults are produced because the Dempster's rwde dot
reasonably allocate the conflict evidences. A me@sonable rule should be established to solveptiolslem([3].

However, new combination rules not only increagedmount of calculation, but also are hard to cansto have
good properties such as commutativity and asseitiatProfessor Haenni thought that it was not eorto attribute
the counterintuitive problem to the combinationeruRather, the data models should be correctedthier words,
revisions need to be made for the available evidetefore using the Dempster’srule[4]. The disdogntactor
method proposed by Shafer is the most classic Matiel correction method[5]. The method correctsdtiginal

BPA to suppress the effects of conflict evidencgsiging reliability of evidences[6]. The degreeg@lfability are

usually obtained by the distance metrics betweéaeeces[7]. The class of evidence convex combinatiethods
first weighted averages the obtained evidenceglamcombines the averaged evidence and getsniddesfiidence
by using the Dempster’s rule multiple times. Foarmple, Murphy simply averaged the evidences[8]; d>ased
weighted average based on the results of Murphgi®d; Han et. al proposed a weight calculation netrased on
the variance of a series of evidences[10]. Allefrh have relatively good aggregation results.

The D-S theory is a high level information fusioethod. Its treatment for multisource evidences khba similar
to the human cognitive process of things. Firsalbfthe multisource evidences are collected andsified. Then,
the orders of preference of evidences in a siniglescare formed according to their features andcettdences are
processed by class. Finally, the comprehensivernmdtion is provided to the decision maker for ctigni or
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decision making[11]. Based on the above considerata discounting evidence combination method based
classification of decision-making is proposed iis fhaper. This method adopts the largest assumgtipported by
evidences as the classification criterion and d#fésrent discounting factors for evidences witffatient degrees of
conflict within a class and between classes. lb aenstructs an evidence importance model and #&erse
reliability model when calculating the discountifagtors. Experimental results show that the progaosethod can
solve the counterintuitive problem in the fusionesidences. The evidence combination results digble and
effective.

CORRECTION METHODS FOR DATA MODEL

Basic concepts of evidence theory can be refemerklated literature. In this section, we mainlgude on the
correction methods for data model. Among all theadaodel correction methods, the discounting faatethod
proposed by Shafer corrects the original BPA tqsegs the effects of conflict evidences by distifiuparts of the
belief to the complete set according to the distiogrfactors. Assuming that the discounting faitora (0< a < 1),
the discounted BPA is:

m(A = am( A A¢@(1)
l-a+am(@®) A=0

Then, the discounted evidences are combined ussBémpster’s rule to obtain the final evidence[5].

The simple averaging method proposed by Murphy kiraperages the N collected evidences:

m =00 @)

N
The Dempster’s rule is then used for N-1 time fmmbination[8].

Deng introduces the Jousselme distance to calcthatdelief of evidence, which is used in Equatf@h as the
weighted average of multisource evidences:

N

Z (1—d3(m,ff])

Cred(m) =127 3)
2 (1=d,(m,m))

=

whered, (m, m) is the Jousselme distance between evidemgegm;:

dJ(m.m):\/g(m— B M
1 if A=B=g @)
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The Dempster’s rule is then used to combine evieémormation. The method has a good performance[9]

Han defines the variance of evidence series basdidenJousselme evidence distance:

Var([m, .-, rm])=\/%g g(mm

melfm

i=1

(5)

Weights are determined based on the differencedmtwariances of the combined evidence serieséafut after
adding a new piece of evidence. The method als@sdhe counterintuitive problem in evidence corabon[10].
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THE DISCOUNTING EVIDENCE COMBINATION METHOD BASED ON THE CLASSIFICATION OF
DECISION-MAKING

When making decisions directly based on evideri€dise belief of the largest assumption supportgeetidences
is greater than some set threshojdthe decision then can be made. Otherwise, evadered to be further
accumulated[12]. Therefore, the largest assumsigported by evidences can be used as the critefievidence
classification. If both two evidences support thee assumption by the greatest belief, then theyeaegarded as
identical from a decision-making point of view ati two can be classified in the same class. Th&t secial
BPA is defined as the Bayesian BPA under the ifieation frameworlQ , which satisfies:

1 X=4

i X) = i
r.nspec( ) {0 else (6)

Assuming that the most special BPA is one-to-oneespondent, for example, the corresponding mastiapBPA
for ‘0, is true’ is [1, O, O, ..., O], the largest assumptigupported by a piece of evidence can be obtdiyed
constructing its corresponding most special BPAféasor Smarandache proposed two methods for tistraation

of the most special BPA[13]. However, both method®lve the probability transformation problem oPA, but
how to transform BPA into reasonable probabilitiesstill a current research focus. In this papesdd on the
Jousselme distance, the most special BPA withahst Idistance to evidenoeis defined as the corresponding most
special BPA of the evidence:

M., =argmin(d, (m, m,,,) )

i=1,2;--|9|

where| is the number of elements in the Get

Under the identification framewof®, all evidences compose a sBt={m, m,..., m} . The core of each

evidence isC,,1£ i £ N, respectively. The union of all cores composesaf®imption set supported by evidence
set P.

w=Jc (8)

i=1

We define the set composed by evidences suppatisgmptionq;, j = 1,2; - ]Q| as

T, ={mlg1Q (©)
All non-empty sefl compose the set class
G ={T, |k=12,21£ Z£|¢ (10)

Each element in set clasS; represents a non-empty evidence class. The exddan@ach class are identical from

a decision-making point of view and support the saassumption by the largest belief. The conflict$wieen
different evidences are relatively small.

The discounting combination method by Shafer rstétile good characteristics and the independeneeidénce of
the Dempster’s rule, which can increase the rditgbof decisions and is easy to be realized.Thg &é the
discounting combination method is the selectiordistounting factors. In recent years, several rebeas have
successively proposed a number of calculation naisthior discounting factors, but they roughly thouttfat the
importance degree of evidence is equivalent taehability of evidence, which ignored the effedttbe importance
degree of evidence on the fusion process[14]. Hewaeliability and importance degree are two défe concepts,
which should be treated differently in the discaogtevidence fusion[15]. Therefore, a new methograposed by
using different discounting factors for evidenceshwdifferent degrees of conflict within a classdabhetween
classes.

According to the evidence classification methoddernces within a class support the same assumptitinthe
largest belief. The conflicts between evidencesiasgnificant. The importance degree of evidenas h larger
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effect on the evidence combination process. Dutiregdaily information treatment process, peoplealigthave

different importance evaluations for evidences wilifferent amount of information. The more suppane piece of
evidence has for its corresponding most special,BRAmore beneficial it is for the decision-makiagd the more
important the evidence is.

Martin analyzed the axiom that conflict degree $tiaatisfy in literature [16] and gave a new meamwnt for

conflict:
Conf(m, m)=(1- d.(m m) dl m m. (11)
whered, . (m, m) is the inclusion degree ofto my:

Inc

1
ClC,

a a In¢xy. (12)

X1 C Y G

dinc(rqi n}):

whereG and G are the cores of yrand m respectively. If X, T Y,, then X supports ¥ in belief distribution and
Inc(X1,Y,)=1, otherwise, Inc(XY2)=0.

The support degree and conflict degree of evidemeea pair of opposite concepts. The support degfre® to m,
can be defined from Equation (11):

Sugdm, m)=1- Conf m m. (13)

Using Equation (13), we can define that the supdedree of evidencm to its corresponding most special BPA is
the quality of the evidence.

Quaf(m = Sup m,. W (14)

Thus, we choose the evident quality as the discfator for discounted evidence fusion within assla

ac (m)= Qua(m) (15)

There are relatively large conflicts in the evidemombination between classes. The fusion of evielers largely
influenced by reliability. The reliability of evigee is not only related to the percentage portioth® evidences of
the class in all the evidences, but also relateatiga@eometry relation between the evidences witiérclass and the
most special BPA of the class. In other words,llifttee evidences within the class support the agdiom with
relatively large belief, i.e. the corresponding tr&gsecial BPAs of the evidences in the categorelgood focusing,
then the reliability of the evidence is good. Othise, the corresponding most special BPA will batter and the
reliability of the evidence will be low[17].

According to Equation (13), we define that withilasd, the average support degree of the evidenceseio th
corresponding most special BPIQ(Lpec is the degree of aggregation of catedory
N(1)

a Sud M. m

Srean( ) = IZIT (16)

whereN(l) is the number of evidences in cldsshe degree of aggregation of cldgeflects the reliability of the
combined evidence of the class.

According to the number of evidences in each cligsevidence percentage can be obtained as:

d,. ()= - (17)

a N

Combining the degree of aggregation of evidencethadkvidence percentage, the reliability of corellievidence
m of clasd can be defined as:
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Cred(m) = Qean( )>dpe() (18)

For combined evidence between categories, we chib@saormalized evidence reliability as the disdofusion
factor.

g, (m)= — oo

m,lﬁ 1£]Q (19)

EXPERIMENTAL COMPARISONS

This First experiment analyzes the situation of#léfield. Assuming that node interception is twerall situation
of the confrontation for both sides, it has thres-situations, which are Attack, Evade, and Statema&he
corresponding identification framework is then {B, S} for the situation analysis. Two evidencesirdifferent

sources are obtained. Their BPA are:
my(A)=0.7 m(E)=0.0 m(S=0.3;
my(A)=0.0 m(E)=0.7 my(S)=0.3.

It can be seen that, there is a large conflict betwevidencesmy, and m,. The evidences are combined using
Dempster’s method, Murphy’s method, Deng’s methal)’s method, and the proposed method. Resultstenen

in Table 1.
Table 1 Resultsfor Experiment 1

Han’s
Dempster's Murphy’s Deng’s method[10f "™
method method[8] method[9] ~ Reeeesucena (e proposed method

found.

m(A) 0 0.3657 0.3657 0.3657 0.2682

m(E) 0 0.3657 0.3657 0.3657 0.2682

m(S 1 0.2687 0.2687 0.2687 0.3678

m(O) 0 0 0 0 0.0958

It can be seen that the result of Dempster’'s metiagd the current situation is stalemate, whiatoimterintuitive.
The proposed method has similar results as Murptmgthod, Deng’s method, and Han’s method, whiclvipes
good basis for future evidence fusion at the same tesolving the conflicts between evidences. Addally, the
proposed method distributes 0.0958 belief to thmplete se®. The main reason is that there is a relativelgdar
conflict between the two evidence, which incredbesuncertainty degree of the problem.

This Second experiment adopts the example usetkerature [10]. Under the identification framewdi, B, C},

we have the following according to the six obtaieeitlences:
my(A)=0.60 m(B)=0.10 m(C)=0.30;
my(A)=0.55 m(B)=0.10 m(C)=0.35;
my(A)=0.00 m(B)=0.90 m(C)=0.10;
my(A)=0.55 m(B)=0.10 m(C)=0.35;
mg(A)=0.55 m(B)=0.10 m(C)=0.35;
mg(A)=0.55 m(B)=0.10 m(C)=0.35.

Table 2 Resultsfor Experiment 2

Han’s
) Murphy’s Deng's method[10f"™"  the proposed
Dempster's method 1o od[g] method[g] e method

m(A) 0.7416 0.7409 0.7409 0.7409 0.6201

m(B) 0.0225 0.0224 0.0224 0.0224 0.0614

M2 m(C) 0.2360 0.2367 0.2367 0.2367 0.2346
m(O) 0.0000 0.0000 0.0000 0.0000 0.0839

m(A) 0.0000 0.4646 0.7270 0.0066 0.4364

m(B) 0.4615 0.4066 0.1115 0.9751 0.2068

M3 m(C) 0.5385 0.1289 0.1615 0.0183 0.1485
m(O) 0.0000 0.0000 0.0000 0.0000 0.2083

m(A) 0.0000 0.7025 0.8609 0.5839 0.5460

m(B) 0.1967 0.1744 0.0183 0.1757 0.1122

Mh-4 m(C) 0.8033 0.1231 0.1207 0.2404 0.1203
m(O) 0.0000 0.0000 0.0000 0.0000 0.2215

m(A) 0.0000 0.8507 0.9151 0.7221 0.6104

m(B) 0.0654 0.0548 0.0031 0.0032 0.0731

M- m(C) 0.9346 0.0946 0.0817 0.0317 0.0908
m(O) 0.0000 0.0000 0.0000 0.0000 0.2257

M6 m(A) 0.0000 0.9206 0.9456 0.7603 0.6528
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m(B) 0.0196 0.0144 0.0005 0.0146 0.0528
m(C) 0.9804 0.0650 0.0539 0.2251 0.0661
m(©) 0.0000 0.0000 0.0000 0.0000 0.2283

—— Dempster's method
—— Murphy's method
—+=— Deng's method
—— Han's method
—+H— the proposed method

—+— Dempster's method
—— Murphy's method
—=— Deng's method
—— Han's method
—+H— the proposed method

times of evidence combination times of evidence combination

(@) (b)

—#— Dempster's method
—&— Murphy's method H
—— Deng's method
—=— Han's method

T | ______________ ____________ —#— Dempster's method

—&— the proposed methad |}
: : —— Murphy's method v 0 y
L R EEREEEE IeRERIRIERRIE besEssannnans —&— Deng's method

—+— Han's method :
—&— the proposed method |:

times of evidence combination times of evidence combination
(©) (d)
Figure 1 Belief profilefor the combined evidences (a) m(A) (b) m(B) (c) m(C) (d)m(®)

In order to illustrate the changing in evidence bamation with the accumulation of evidences betteg, number of
evidences used in the combination gradually in@®athe combination results are shown in Tableh2. Gelief of
each assumption as a function of number of timexvimfence combinations is shown in Figure 1.

In this experiment, evidena®; indicates that the probability of assumption {tdppening is 0.9. It is a piece of
evidence with strong interference and largely donfith other evidences. It can be seen from tekebvalues at
the second evidence combination of Figure 1-(a) kfd) that the addition of; leads to large changes in the
results by Dempster’s method, Murphy’s method, Had’s method. It indicates that those methods melatively
resistance to this conflicting evidence. With tldelition of following evidences, the belief distriied to assumption
{C} by Dempster’s method gradually increases (Fegudr(c)), which is counterintuitive. The belief @gsged to
assumption {A} in Han’s method recovers rapidlyg&ie 1-(a)), but the belief assigned to assumgdt@}rbecomes
oscillatory. Both Deng’s method and the proposethowtare able to handle the interfering evidenceah be seen
from Figure 1-(a) that Deng’s method has a goodegmion speed. However, except the interferingence, the
evidence mass of other five evidences are lowthmubelief for assumption {A} in the final combina results is
greater than 0.94. Although the result is good decision making, the reliability of the final deois will be
affected. It can be seen from Figure 1-(d) thattduthe existence of the interfering evidence,uheertainty degree
of the problem increases. The proposed methodadéiecpart of the belief to the complete ®etlin fact, in the
combination of evidences, it is not good to pursoavergence rate blindly. The reliability of thendmined
evidences for decision making should also be censitl The proposed approach considers severargactdhe
combination of evidences such as the importanceedegf the evidence and the aggregation degrdeedadtidence.
It can effectively suppress interfering evidenced,at the same time, reach a moderate convergatee

CONCLUSION
In this paper, a discounted evidence combinatiothatebased on classification of decision-making pasposed
to solve the paradox problem in evidence combinafidhe proposed method uses whether the largestnasien

supported by evidences is the same as the criterfociassification and adopts different discounttdas for
evidences with different conflict degree. The intpace of evidences is also considered independerftiyne
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reliability of evidences. The proposed method duatstarget on fast convergence rate, but ensusegethability of
the combined evidence. Experimental results shothat the method was able to solve the paradox enobh
evidence fusion. However, the proposed method atibmtpart of the belief to the complete set. Duthéodiversity
of evidence structure and numerical distributid® method might not converge to the right assumptiben the
amount of evidences is large, which need to be drgat in the future. Additionally, there still lacks accepted
evaluation system for evidence combination rulee Thasonability of methods can only be checked Hey t
consistency of typical evidence combination resatsl intuition. Establishing an objective and remdde
evaluation system for evidence combination rulestisugh task that must be done.
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