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ABSTRACT

For most credit risk assessment models, decision attributes and history data are of great importance in terms of
accuracy of prediction. Decision attributes can be classified into two types: numerical and categorical. As these two
types have different characteristics, there will be interference if they are used simultaneously in the same model. By
applying the case based reasoning (CBR) and artificial neural network (ANN), this study attempts to use numerical
and categorical attributes separately in different phases application of the model. For example, if numerical
attributes are used in CBR to select similar cases, categorical attributes will be used as inputs of an ANN based on
the cases selected. Therefore, interference caused by the different types of attributes is avoided and the accuracy is
improved. As only similar history data are selected and input in the ANN, accuracy is improved further. With the
idea above, a triple ANN-CBR model is designed in this paper. This model synthesizes advantages of CBR and ANN.
Practical examples show that the model established in this paper is feasible and effective. Compared with other
models, it has a better precision performance.
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INTRODUCTION

Credit risk assessment is very important to crgdiiting institutions, in order to discriminate gomstomers from
bad ones. According to some surveys, 80% of mebkurask is determined at the time of sanctionaarls, i.e.
once the credit is approved, the management catrotoonly the remaining 20% of measurable risk. An
improvement of even a fraction of one percent assification accuracy can help lenders reduce $ostenillions

of dollars [1].

Due to the importance of credit risk assessmenpynmodels have been developed since the semindt wfor
Altman [2, 3]. The first group of models comprisgiatistical analysis and optimization methods, sasHinear
discriminant analysis [4], logistic analysis [5ipdar programming [6] and so on. The second grouppeises
artificial intelligent techniques, such as artificineural networks [7, 8], evolutionary computatiand genetic
algorithm [9] and support vector machine [10] andos. It is reported that this group is advantagetoustatistical
analysis and optimization models for credit riskaleration in terms of empirical results. The thinbyp is the
combined or ensemble classifiers, which integrate br more single classification methods such agraie
discriminant model [11], neural-fuzzy model [12hdafuzzy SVM model [13].

No matter what method is applied, decision attabuand the historical data base are crucial toracgwf the
model. Firstly, all existing credit scoring systeinsorporate numerical as well as categorical datiattributes.
Although methods such as statistics analysis {j-tegression...) have been developed to choose gbiadi
variables in terms of its risk for distinguishingrformance, numerical and categorical attributes ased
simultaneously in all the above mentioned methddsnumerical and categorical attributes differgrfreach other
in terms of characteristics and their relationshigh the output, they may have bad impacts on edloér if they are
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used in the same model at the same time. Secamlthe historical data are large, they are obwadislerent from
evaluation objects. It is easy to understand thadehaccuracy will be improved if history cases highly similar
with the objects selected to train the model.

This study attempts to overcome the above two sborings by applying case based reasoning (CBR)Bind
artificial neural network (ANN). Firstly, historyases with similar numerical decision attributessalected by CBR
to train and test an ANN assessment model whicts asg¢egorical attributes as inputs. Secondly, caieagl
attributes are used to choose similar history cagesnother CBR, and another ANN with numericatilates is
used for training and testing. Thirdly, similartoiy cases are selected and a third ANN is acquifi#tdall decision
attributes. Finally, assessment results obtainewh fall the three ANN models for a given object extegrated on
the basis of their accuracy. This triple CBR-ANN dab is given the abbreviated name TCBR-ANN, and
comparisons with other models, such as individuslNAand SVM, are made. The example results showtteat
TGBR-ANN model is workable and outperforms otherseirms of accuracy.

2.Case Based Reasoning Introduction

On the basis of cognitive theories, the Case Bésmaboning (CBR) was presented by Roger Shank, gsafeof
Yale University, in 1982. Just like the analogicahsoning process of human beings, the CBR comphees
guestion case with the former cases, and similsesare checked out of the case base. Then thénnegnaimilar
cases are used to solve the object case. As agniaatal learning method, the new object case &@ned in the
case base for the future. Therefore, the abilityhef system to make accurate predictions is imgt@anstantly,
and the knowledge and the experiences also inclieasssantly [14]. This characteristic differerdmithe CBR
from other methods of artificial intelligence. A @Bsystem consists of four parts, the case baseximgl
mechanism, matching algorithm and adaptation mesharit's working process includes “4Rs”, whichrétrieve,
reuse, revise and retain. [15]

2.1Caserepresentation and Case based building
In the CBR system, cas€ is represented @5:{ X, yi} , X, is its description vector; it usually consists of

relevant decision attributesy; is its results.

The case base of a CBR system is acquired by titezaActivation and Competition (IAC) network. IAS an
incremental type neural network model suitable @R. IAC has good characteristics, such as gezatain,
robustness, suitability for information retrievaldaso on. So IAC is very suitable for creating @8R system. A
case base is acquired by the following steps in:IAC

Step 1: If it is an old case in the case baseuylation will be stopped; otherwise it runs StepStep 5.

Step 2: Based on the description vector of a nese,ca decision is made whether the correspondiogpghas

similar crunodes. If not, a new unit is created.

Step 3: From the input layer to the implied layhg unit in the OC group is linked to the unit whiexpresses the
corresponding description vector in the input laylee weight between them is positive.

Step 4: From implied layer to the output layer, tiesv unit in the OC group is linked to the resuiitun the output

layer. The weight between them is positive.

Step 5: If a new crunodes is set up in the growgighis of the new crunodes with other crunodesim group are

negative.

As a result, a large size case base could be set up

2.2 Matching Algorithm

The matching algorithm is used to calculate theilaity between the object case and those in tise tmse. It is
evaluated on the basis of their representatiorovect he theory of the K-most closest Method (KG#adopted in
the CBR systems proposed in this paper, whoseitmd to identify and define the similarity amotige cases.
When a new objective case is given, the KCM wilirel the case base, and K similar cases will beved. The
Most Closest means the maximum similarity betwéenabject case and cases in the case base.

The comprehensive similarity is acquired accordmthe match function.
Let C, ={(f,, f . f

, m), ya} be the objective case, anfi (i =1~m) is one of its decision attributes

(representation vector).

158



Qian Zhang and TongnaLiu J. Chem. Pharm. Res,, 2014, 6(6):157-163

C, ={(a1,a2,--- ,am), yb} is a case from the case base of CBR systam,(j =1~m) is its decision
attribute(representation vector).

The similarity betweenC, and C, is calculated using

SM(C,.G,) = iww[l—(%}

O D0(2)

Where W, is the weight of thek™ decision attributes, W, =1 in the model of this paper) an&, is the range of

the k™ decision attributes.

3. TheMain Idea of ANN

All the cases retrieved by the CBR system are tsddhin and test a classifier in the next step e artificial
neural network (ANN) based on BP algorithm is addpin this study. It is a network system containintprge
number of simple processing elements, which atg faoterconnected. In order to make the actual outgose to
any complex nonlinear mapping, its information m@gging procedure includes back propagation, forward
propagation and weight adjustment. In the procéfsrevard propagation, the sample is input into ithygut layer, is
processed in the implied layer and is then semiie¢coutput layer. The backward propagation probeggns from
the output layer, whose error function is useddjoist the weight coefficient. ANN of BP algorithnissdeveloped in
a 3-layer architecture comprising the input layle, intermediate layer and the output layer. Is fraper the input
equates to the influencing factors and the outpuhé load type. The learning algorithm of the B&work is as
follows:

The first step: Set the initial parametey and &(w is the initial weight, & is the critical value); randomly let
both of them be a fairly small number.

The second step: Input the known sample to thearétend calculate the output valyg using:

‘(Z%Xi‘gj) o
yj =|1l+e '

@

Where x is the input of junctiof =1,---,m),q is the connection weight from toj (i=1---,m,j=1;--n),
and let the initial weight be a fairly small numbeithin [0,1]. &, is the critical value any, is the calculated
value.

The third step: Adjust the weight coefficiemd on the basis of differencgd; —y;) between the known output
value and the calculated one.

The adjustment is calculated using:

Aw, =/75j X; (3
Where /] is the ration coefficient (learning rateX; the input, dj the actual output of the sample, aﬁipl is the
output deviation.
Regarding/7, itis a small number within the range [0,1]. Untlee presupposition that oscillation is not trigggeand

a fairly high precision is guaranteed, the value7afan be increased step by step until a satisfattairying speed is
reached.

Regarding X; , it is the network input to junctions in the imegdiate layer, but to junctions in the output laytds the
intermediate junctions’ outpuj =1,---,n).

Regarding 9, , it is a value related to output deviation. Togtions in the output layer, it is calculated using:
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5j:,7j(l_yi)(dj_yj) 4

To junctions in the intermediate layer whose outprg hard to compare, its value can be acquireddayter
calculation using:

a)lj (t) = a)|j (t _1) + Aa)lj (5)

where T is the learning time.

This algorithm is an interaction process in whithvalues of & are adjusted in each round. Such interaction is
repeated until the output deviation is less tharaeceptable value; then a good network is deemdthve been
successfully trained. It is the essence of the B@rizhms to turn the first grade sample input dioesinto a
nonlinear optimized question. The gradient decrepsiethod used in BP algorithms is one of the mostmon
methods used for optimization, while calculationtioé weight value by interactive computation is aquo the
learning memory.

Since the multilayer feed forward neural networlsdzh on BP algorithms has good capabilities in ajuso
classification, it is used here to simulate mutedtions between predicted variables and the tristti It has been
proved that a single intermediate layer neural ngtvean be close to any continuous function. Tteeeethe single
intermediate layer neural network model is usetthig paper.

4. TheTriple ANN M odel Based on CBR
Suppose X :{ Xe Xn} is the decision attribute set in a credit assessmedel, X, is its subset of categorical
attributes, andX,, is the numerical subsety, (D{O,]}) is the observed result of the credit risk. lfsitgood,

theny, =1; else, Y, =0.

Then, the triple ANN model based on CBR (TCBR-ANMdh be described as follows.

4.1 Case Base Building
For a given data set, cagk can be represented by three forms. The first ierg,, , which is shown as:

Cn :{Xin'Li} L ={Xic’yi}

(6)
The second form § , which is shown as
QC :{xic’Li} I‘I :{Xin’yi} (7)
The third form isC, , which is:
C|A={Xi’Li} X :{Xic’xin} L :{yi} ®)

According to the first form,C,, , the first CBR systenCBR is developed and a case bdsB,, is created. The
numerical attributes ofX,, are used as its description vector, ahpI:{ Xics yi} is the result, comprising

quantitative attributesX;. and the credit resulty; .

Similarly, CB. and CBR., and CB, and CBR, are created on the basis of the second and thé thi
representation forms.

Finally, the original data base is transformed thi@e case bases, and three GBR systems are plegelo
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4.2 Unitary ANN Model Based on CBR
For a given object case, its first similar caseis@cquired byCBRy, . The similar case set is denoted 3&,, ,

which consists of K cases. Then, 80% of caseS@), are selected randomly as the training $&%,, , which is

used to train the first ANN model denoted ANN. .

As CB,, is based on the first forn¢,, which uses numerical attributes as descriptiohissedected cases have
numerical attributes similar to the object set. /Efiere, credits results of the case iBC,, and the object case vary
with their categorical attributes to a great extéris reasonable to use categorical attribu¥és as the input vector

of ANN,, and credit risky, as its output. Then the first assessment reyuiof the object case is acquired
by ANN.. .

The balance 20% of caseéSC,, are used to tesANN. accuracy, which is measured by percentage of cityre
classified (PCC).

PCC = Gg+Bb

= x100%
Gg+Gb+Bg+Bb

©)

Similarly, SC; and ANN,, are developed. This time the numerical attribus are used as input vector of
ANN|, because all cases iBC. are of similar categorical attributes. Also, cteik Y, is used as its output.

Then the second assessment resyitX and its accuracyPCC,; are acquired.

Similarly, SC, and ANN_ are developed on the basis 6f, , which includes all decision attributes. Theyi,

and its accuracyPCC_ are acquired.

4.3 Global Result
According to the accuracy of the ANN model, thexabassessment results are weighted, using

PCC
VVI = ! | = N,C,A
PCC, + PCC, +PCC, 10
By integrating on the basis of their weights, thebgl assessment result is acquired as follows:
1wy FWe Y Wy, 2 0.8
y 0 if wy.yy +W..y. +w,y,<0.t (1)

5. Example Application And Analysis
The German credit card dataset at UCI Machine liegiiRepository is used to test the model in thjsgpalt contains
1000 data, with 700 good cases (granted credi) eaal 300 cases where credit cards were refuséldese instances,

20 decision attributes are listed, i.e. the denisittributes setX ={ Xes Xn} consists of 20 decision attributes.

The categorical attributes subse§, consists of 13 attributes : (XC1) Status of erigtchecking account; (XC2)

Credit history; (XC3) Purpose; (XC4) savings acdthonds; (XC5) Present employment since; (XC6) &wab
status and sex; (XC7) Other debtors/guarantors8{X¥&operty; (XC9) Other installment plans; (XCH)Yusing;
(XC11) Job; (XC12) Have telephone or not; and(XCA@8jeign worker.
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The numerical subseX, consists of 7 attributes: (XN1) Duration in mositifXN2) Credit account; (XN3)

Installment rate as percentage of disposable incdKig4) Present residence since; (XN5) Age in yp@xN6)
Number of existing credits at this bank; and (XN)mber of people being liable to provide mainterafuc.

In this study, 900 data are selected randomly esi¢ita set to develépBR, CBR., and CBR, . The balance
100 data are used to test the model presentedkipdber.

For CBR,, K=500, which means that the 500 most similar sasill be selected for a given assessment object.
Therefore, theSC,; consists of 500 selected cases, and 400 casesevelilected randomly as the training $&t.

for ANN., and the balance 100 data will be used to tesadtsiracy PCC.. ANN. is a BPNN model, a
three-layer feed-forward BP network. Categoricetision attributes inX_ are used as its inputs. Therefore,

ANN_.. is designed with 13 inputs, 8 TANSIG neurons i@ tidden layer and one PURELIN neuron in the output
layer. The training algorithm is Levenberg-Marquaatijorithm. Learning and momentum rates are s@tlatThe

accepted average squared error is 0.001 and thaeng&pochs are 1000.
For CBR., K=500, SC. = 500, TR, = 400, and the balance 100 data are used to testamy PCC of

ANN |, . Numerical decision attributes iX,, are used as inputs. ThereforANN,, is designed with 7 inputs, 8
TANSIG neurons in the hidden layer and one PUREQ&Nron in the output layer. Other parameters &asdme as
ANN,. .

For CBR,, K=500, SC, = 500, TR, =400, and the balance 100 data are used to tesictheacy PCC, of
ANN, . All decision attributes inX are used as inputs. ThereforANN , have 20 inputs, 7 TANSIG neurons in
the hidden layer and one PURELIN neuron in the aigpyer. Other parameters are the samBN§ , .

Assessment results 88\N,, ANN., ANN, and TCBR-ANN are compared with other models, idiig the
traditional ANN and SVM. The results are showTable 1.

Table.1 Accuracy resultsand comparison

Methods Sensitivity | Specificity | PCC
ANN 75.5 43.03 75.00
SVM 77.37 44.90 78.00
ANNC 82.61 46.02 83.0d
ANNN 83.62 45.34 85.00
ANNA 79.02 44.91 79.00
TCBR-ANN | 89.24 54.09 88.0(

From Tab.I , it is found that the assessment accuracy®N,, , andANN_. , is better thanANN , , as numerical
and categorical attributes are used separatelAMN and ANN_ , which avoids the interference of varied data

types. Also, the accuraciesBNN,, ANN,, and ANN|, are better than the traditional ANN and SVM beeaus
only similar history cases of varied types are el to train the model. The best of the above msodethe
TCBR-ANN model which is a combination &N\N,, ANN. and ANN, . The comparison shows that the

proposed model is obviously superior to the tradai individual SVM and ANN models in respect ogégiction
precision.

CONCLUSION
A TCBR-ANN model for credit risk assessment is geed and tested in this paper.

The history data are preprocessed by CBR, onlylaimases are selected for credit risk assessmenterical and
categorical attributes are used separately inrdiftephase of the model, and their interferencevercome. This
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model synthesizes the advantages of CBR and ANNeswioned above. The practical examples show ligatiodel
established in this paper is feasible and effec@amparison of forecasting results of differentdels shows that the
proposed model is obviously superior to the tradai individual SVM and ANN models in respect oegiction
precision.
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