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ABSTRACT

Alzheimer’s disease basically leads to memory Bssple suffering from this disease tend to fotiieigs that may
had happened in recent past. For example they mayetognize their family members and neighborseads to
forget about having regular activities. Many resg@rs proposed various algorithms to identify tieedse at the
early stage in a short period of time. In this papge suggest a new algorithm to reduce the tim@gdor the
screening of AD by means of a two-stage hybridligémt approach based on multi-neuropsychologicating
scales analysis and with the knowledge of gendgiarshm.

Keywords: Alzheimer's disease, Rough sets, Genetic algoritbhromosome and multi-neuropsychological rating
scales analysis

INTRODUCTION

Alzheimer's disease (AD) is a degenerative serglaahtia characterized by memory loss and cognitimetions
disorders, and it is also one of the main typesesfile dementia. As AD has a slow onset and nolhiggecific
diagnostic indicators at the early stage of theals, it is particularly challenging for primaryn@ians to identify
transition points (from the asymptomatic phasehe symptomatic predementia phase to dementia ofet)
individual patients. It is, nevertheless, importamtdentify these transition points between difarstages, because
studies have proved that targeted therapies maydh@lv down the progress of the disease and impuoedity of
life for patients and their families.[1,2,3,4,5,6]

EXPERIMENTAL SECTION

Due to the lack of advanced medical facilities @tbed imaging and cerebrospinal fluid measures)stineening
of AD wusually depends on the use of neuropsycholdgirating scales in primary clinics. Various
neuropsychological rating scales, which are comsiti@s a reliable and valid standardized testioy ttave been
designed for cognitive abilities screening, and ynahthem have yielded good results as decisioningatools,
such as minimental state examination (MMSE) , clihidementia rating (CDR) , Montreal Cognitive Assaent
(MoCA) , Geriatric Depression Scale (GDS) , andivitt of Daily Living Scale (ADL) . and Figurel at&vo most
commonly used rating scales (the MMSE and the Moi@Alinical practice.
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However, each neuropsychological rating scale tsasmphasis and limitation. A previous study hasashsome
scales do not perform well in one or more cognitieenains. Multiple neuropsychological rating scataa cover
more comprehensive cognitive domains. Therefordtiphel scales should be used together in orderetopgtients’
comprehensive cognitive status, which can helpatsdio make correct diagnosis. However, this wilhgp two
challenges:

1. Neuropsychological testing requires highly trairres$essors, while most primary clinicians are natified to
conduct a full mental status examination or inter@r battery of scales' score; it is difficult foem to offer exact
judgments about the examinee's cognitive state .
2. Neuropsychological testing is quiet time consumiting elders cooperate well only for short periedth the
limitation of vitality and cognition , so long-timéesting will bring negative impact on the qualibf
neuropsychological testing. Thus, we can conclbae the screening of AD in primary clinics should ased on
the criteria that can get maximum accuracy in aveaient way within limited time.

Table 1

Minimental state examination (MMSE).

Orientation Year Moenth Day Date Time — 5
Comtry Town District Hespital Ward _ /5
Registration Exzminer names 3 cbjects (e.g. apple. table. and pennv). Patient asked to repeat {1 point for each correct answer). THEN patient to leam the 3 names repesting until correct. 3
Attention and calculation  Subtract 7 from 100 and then repeat from result. Contmue 3 tmes: 100 93 86 72 65  Alternative: spell “"WORLD” backwards-" DLROW™ _ 5
Recall Ask for names of 3 olbjects leamned earlier. _ 3
Langunage Name a pencil and watch _n
Pepeat “No fits, ands. or buts”™ _a
Give a 3-stage command. Score 1 for each stage. E.g.. “Place mdex finger of right hand on veur nese and then on vour left ear™ _ A
Ask patient to read end obey a written conmnand on a piece of paper stating “Close vour eves” _ 1
Ask patient to write a sentence. Score if it 1s sensible and has a subject and a verb 1

Copying Ask the patient to copy a pair of infersecting pentagons: 1

Total __ 30
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Solution of above mentioned problem

To solve the above-mentioned challenges, identjfgle items with the best ability to distinguishiA® (called
critical items for short) from a battery of commypnised rating scales may help improve the effigresfccognitive
abilities screening. Then, a well-performance denisnaking model, while the previously selectednisgecan be
taken as its input, may help primary clinicians i@ diagnostic accuracy in routine clinical preetiSo in this
paper, we suggest dealing with the screening oftdDBneans of a two-stage hybrid intelligent approbaked on
multi-neuropsychological rating scales analysisStage 1, use a genetic algorithm-rough sets (GAfR&lel to
identify critical items, and in Stage 2, use a Bage network to develop a diagnosis assisting mofiélD based
on the selected items. This hybrid intelligent t@ghe takes the advantage of attributes reductforoagh set
theory requiring no prior knowledge and the underteasoning ability of Bayesian network to buildedatively
convenient and accurate decision-making modelfiongry clinicians.

Theoretical knowledge required
We introduce rough set theory first and then disagsnetic algorithm and Bayesian network, so asetoup a
necessary context for describing our approach.

1.Rough Sets
Basic Idea behind this approach

Rough set theory forms the very basis of critiatision making in terms of mathematical approadj.[Decision
tree analysis and other classical approaches cdimkesl back to this concept. It is based on bovaldie tables.
Lower bound values means that the object’'s cegtahtbelonging to a particular target class is qud. Upper
bound values denote those points in the whole sithacannot be classified as belonging to the tasgewith a
sure certainty [15]. Boundary- line elements decidesther an object can be classified as a parhefset or its
complement or none. Basically thus we see thathr@egis measures the uncertainty in relations remtigely by the
membership values of properties but with the bomndalue limits of a function [3]. If the boundarggion is a null
region then the set is said to be crisp set ottsenany not null values in boundary defines thasttas a rough set.
Formal definitions of approximations and the bougdagion are as follows:

* R-lower approximatiorof X

* R-upper approximatiomf X

R(¥)=UIRX): R0 X}
{

R (x)= | J{R(x): R(x) n X =0}
XU

* R-boundary regiorof X

RN,(X)=R (X)-R(X)
Rough sets memberships functions can be defined as:

/jE (X) = m , where

|B(X)]
B
Ly () 0[01].

The values related to the member functigfx) can be interpreted as a conditional assumptioh same certainty
for whichx belongs toX
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Fig. 1 — Rough set representation

ii. Applications of the Rough Set theory

Rough set have wide applications in data mining lmalvledge discovery methods. Rule induction aratuie
selection problems have been mainly deal usingdineepts of rough set attribute reductions (serosipieserving
reduction patterns). The kind of perfection in Hessand computation reduction provided by using tbegh set
approach is really feasible, as mining data frorgdarepositories can be very much time and resotonsuming.
One of the most useful features of rough setseasattility to reduce or remove the unwanted attabyd]. So by
using this method we can apply the probabilistiarabnetwork to classify the given image segmemtsmage
feature datasets. This framework of task is efficiey computational measures and can be trustedcfmuracy and
reliability. Neural Networks can be trained andedsor the same purpose.

RESULTS AND DISCUSSION

Genetic algorithm

The genetic algorithm (GA) is an optimized algaritihased on the Darwinian principle of natural géec It can
be used with other data mining techniques for ogtition and performance amelioration. The gendtiordhm
process starts with the randomly generated anddedcinitial population, which includes several hiettd or
thousands of potential solutions to the problenthEencoded individual in the population is calléniaenosome
and each bit in the chromosome is called gene asdahvalue [7]. The next step is called geneticaipes. The
most widespread genetic operators include seleatimssover, and mutation. Each chromosome indpelption is
evaluated by user-defined fithess function. Thehdiga chromosome's fitness value is, the moreylikels to
produce offspring. In this way the overall fitnexfsthe population is guaranteed to increase ansgetlvath weak
fitness will be eliminated gradually. Crossoverniarnew chromosomes for the population by exchangifiged
part between two chromosomes. The chromosomesafiestused for crossover are those destined tdirbeated
from the population. Mutation can be applied bydamly flipping bits (or attribute values) within single
chromosome to avoid the local optima. New offspisgeevaluated by fithness function to search thet®n. The
whole process is repeated until reaching the peeiipd number of generations or the desired leféitness.

Bayesian network

Bayesian network is an acyclic directed graph &presenting probabilistic relationships among aoc$eandom
variables. Trained Bayesian networks can be usedl&ssification. There are two key elements of aydsian
network:

1. A directed acyclic graph (DAG) encoding the defence relationships among a set of variables and

2. A probability table associating each node tanimediate parent nodes. Each node in the diremtgdlic graph
represents actual attributes given in the datah Bac represents a probabilistic dependence. #rats drawn from

a nodeXto a node, thenXis a parent o¥, andY is a descendant of Bayesian network has one conditional
probability table (CPT) for each node. The CPTdarode Yspecifies the conditional distributi®fy |ParentsY)),
where Parentdf) are the parents &f A node within the network can be selected asoagut” node, representing a
class label attribute. There may be more than ameud node. Given a set of variables, the netwark loe used to
compute the probabilities of the presence of variclasses, rather than return a single class l&beke have been
some works with applications using Bayesian netviordiagnosis of AD. [8,9,10,11,12]
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Overview

In this section, we present the formation proceSAD diagnosis assisting model with the proposedbriuy
intelligent method, which consists of two stepsStep 1, use a genetic algorithm-rough sets (GA+HR8Jel to
identify critical items, and in Step 2, use a Bagesetwork to build a diagnosis assisting modeADbf based on
selected items.

Attributes Reduction Based on Genetic Algorithm andRough Set Theory
GA-RS is used to identify critical items from a teay of rating scales. Each step of the algoritsndéscribed as
follows.

Chromosome representation

Because genetic algorithm cannot deal with dasolation space directly, we must represent theirzy strings

of lengthM which is the number of the condition attributesdmcoding. Binary encoding is simple and easy to
operate. Each binary string is called a chromosamhich “1” means that the corresponding attrébig selected
and “0” means not. Attributes i@ore should take “1”, and remain the same in the wipoteess of evolution, since
genetic search starts from tGere

Fitness function

Fitness function is a user-defined function whistused to measure each chromosome's optimizationlaton in
the groups. The fitness value of each chromosomeesents suitability for the environment. In thizppr, we
expect the “best” chromosome could have the minileagth and the strongest classification perforreaas the
algorithm proceeds. So the fitness function isrdefias follows:

F(x)=8f(x)+ p( x):,B(l— card( ¥ carq C))+ cart@ POSK )j) ca(d PO$C))[
where card( X) is the number of “1” in chromosome, which meansrthmber of condition attributes contained by
chromosome; Cal‘d(C) is the length of chromosome, which is the total ham of condition

attributes; f (X) =1- card( X) /card( q indicates the chromosomehat is not included in the proportion
of condition attributea(x) indicates the distinction ability of attribute

Selection method

Select chromosomes based on their fithess valwes fhe current population to produce offspring floe new
population. Tournament selection is used, whichmadhe higher the fitness value is, the higher gbdity of that
chromosome is selected for reproduction. This steppeated until the number of chromosomes seléstequal to
the number of the population.

Crossover and mutation

One-point crossover method is used to reproduck aiprobability ofP.. In mutation process, we first select a
chromosome to be mutated with probabiltyand then replace a single gene of the chromosoone‘fL” to “0” or
from “0” to “1” randomly.

Elitist Strategy
We take the elite strategy (7) to preserve the mebtidual of the fitness function value. Copy timglividual of
highest fitness value in the current generatiotméonext generation, unaltered.

The detail of the whole algorithm is as follows.
Input Decision tabléS= (O, A V,f); Ois a nonempty finite set of objecsis a nonempty finite set of

attributesA=Cu D, Cis the set of condition attributes, ads the set of decision attributes.V = UVa
allA

where V,is the set of values of attribute= A. f :OX A= Vis an information function so that, for
anya € A andxe O and f(x, @) € V..

Output There is an attributes reductiBof decision table.
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Step 1:
Calculate the dependengyD) between decision attributes §and condition attributes s€tby formula g).

Step 2:
LetCore( C) =g, to get rid of each attributee C one by one, ify._ %, Core(C) = Cord QO{ §

which means the core @ore(C) if yCOI’e(D) :Vc(D) , then the core is minimal attributes reduction Hmubt,
go to Step3

Step 3:

Generatam binary strings with length randomly, which can be seen as the initial popurah is the number of the
condition attributes. “1” means that the correspogdttribute is present, and “0” indicates notr &tiributes in
core, corresponding position is “1” and for oth@wmresponding position is “1” or “0” randomly.

Step 4:
Calculate the fitness value for each individuafdaynula (6) and select individuals by tournamen¢st#on.

Step 5:
Perform crossover operation according to the cragsprobabilityP., using single-point crossover mode.

Step 6:
Perform mutation operation according to the mutapoobabilityP,,, We basically bit mutation strategy while the
corresponding bit of attributes in tid®redoes not change.

Step 7:
Select the individuals with the best fitness valtede offspring of the current generation. Thistglgy is to
guarantee the best chromosome could carry ovéietogxt generation.

Step 8:

Repeat the genetic operation until either one effthlowing conditions is satisfied: (1) the maximwumber of
generations is achieved or (2) the fitness valuthefbest individual for the present generatiorlam@er changes
during several successive generations.

Step 9:
Convert the best individual to condition attribated get the final result.

Parametric settings of genetic algorithm are devid: population scalBl = 1000, crossover ratie, = 0.5, mutation
ratio P, = 0.03, and the largest number of iterations & 50

The fitness function employed in this paper comsttble chromosomes that evolve in the directiorhefrhinimum
reduction while keeping the classification perfomoe the higher the card(is, the smaller th&x) is; the
largerp(x), the more dependence between the condition at#riband decision attribut®. This algorithm ensures
the two requirements, so the result is the optsohltion of the problem.

In our approach, attributes reduction mentionedvakis not the final goal but an intermediate precasd core
technology of AD diagnosis assisting for clinicianprimary clinic. An uncertainty inference model fAD should
be built after attributes reduction.

Bayesian Network Model for AD Diagnosis

Based on the above step, we attempt to constractttbctural model for AD diagnosis. These seleittsds can be
represented as input variables of the model. Stheee is strong diagnostic uncertainty earlier ie disease
process, an uncertainty inference model must ble Bupopular modeling tool for complex uncertaiomdains is a
Bayesian network.
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Data collection and experiments

The experimental data set is composed of 500 catigedhistorical cases collected by the neurologyaitment of
a certain top hospital in China from 2009 to 20#4dch case is a series of scale scores belongimgetsubject, and
each subject has only one case. All neuropsychedbgests were conducted by trained neuropsychstogind
administered on the same day. The mean age ofcsitige74.4 (range, 51-92); 59.5 of the subjedstgnt were
female. These 500 historical cases have the fatigwharacteristics.

1.All these 11 neuropsychological rating scales atected from a large number of scales by leadimgees in
neurology, including the MMSE, the MoCA, the CDRgtGDS, the ADL, the Word-List Learning, the figure
copying, the new word discriminating, the trail rimak test, the similarity, and the perception. Afiese
neuropsychological rating scales are commonly usefruments for screening cognitive or noncognitive
impairment in the clinical diagnosis.

2.Each scale consists of a series of items. In tot&e are 101 testing items in these scales. Stanes are
straightforward Q & A pattern, for instance, “Whatthe date?” Some others need the subject to o sxtions,
“Please read this and do what it says. (Show stgbjbe following words on the stimulus form: Closmir eyes.)”
Each of the tests scores points if it is answeoetectly.

To ensure the correctness of diagnosis of each easexpert panel group composed of three neurbpygists
was set up, and the diagnosis of each case wasmietel by the panel. The diagnosis of experts nbt depended
on an objective neuropsychological testing, bub aa the history-taking from the patient and a klenlgeable
informant. Their diagnosis was regarded as the gt@ddard. In the current study, the diagnosisasés could be
divided into three types: patients with AD, patenteeting criteria for mild cognitive impairmeng][(called MCI
for short, which is regarded as the predementigestd AD), and the elderly subjects with normal mitign, in
which, the number of each type is 33.5%, 37.7%,2818%, respectively.

Parts of cases are given in Table 3. In the taddeh column is one testing item of scales, foramst, Time
Orientation, Place Orientation and Repetition bgltmthe MMSE while Visuospatial Skills belongstte MoCA.
They are regarded as the condition attributes.ld$tecolumn, Result, is the decision attribute @regnosis of each
patient).

Verification Of results

To verify the feasibility and validity of the proped approach, the performance of proposed approachbe
measured by the following evaluations: (1) reductiatio on testing duration and reduction ratioquantity of
items; (2) comparison with multiple classifiers) (@mparison of classification accuracy before after reduction;
(4) the performance of classification compared with existing cognitive screening scales.

We applied two evaluation methods to prove theabdity of our experimental results, one was 1@fcross-
validation, and the other was 0.632 bootstrap. @btamputing results by averaging after executifgtiines.
Recall rate, precision rate, and accuracy weretsleas the performance evaluation metrics.

Reduction results

After attributes reduction, 10 items were selediedlly.

Some items represent one test, such as Figure Gogyre Short Memory, Figure Delay Memory, Word &el
Recall, and Reading Comprehension, while othersaaset of several tests, which cannot be sepafhezhuse
these tests significantly correlate with one anotaed must be performed together), such as Visatiap
Execution, IADL, Naming, Attention, and Word AVG.

Reduction Ratio

We used reduction ratio including the reductionoraf testing duration and the reduction ratio a&nqtity of items
as measurable metrics. Assume that the number mditcan attributes before and after reductiormiandn,
respectively. The reduction ratias defined:

r =(m-n) mx100%
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Before reduction, the number of items is 34, whitdy 10 items left after reduction using the pragbsnethod, so
we can conclude that the reduction ratio is 70.59%& experimental results indicate that using GAtRSelect
subset can reduce items dramatically.

Similarity, the reduction ratio of testing duratican also be calculated using formula . In clinipedctice, the
duration of finishing these scales varies a lotjclwhdepends on the subject's state of cognitiveaimpent.
According to the performance time for the MMSE d@hd MoCA is 13.4 minutes and 14.8 minutes on ay&ra
respectively. Based on the past experience, aedkilinician administers the scale for more thae twour to
complete all the 11 scales mentioned above. Bygusia proposed model, clinicians do not have tfirall the
scales but only need to complete the selectechtetéms. Hence the test duration is reduced greatti ranges
from 12 to 15 minutes with a mean time of 13.5 résuand a standard deviation of 2.3 minutes.

Classification performance before and after reductn

In order to evaluate the validity of attributes uetion, we used Bayesian network algorithm to compihe
classification performance before and after attdbureduction, respectively, and to check whethena the
classification performance had changed.

Each subject had been given the probability of eaelsification. The highest probability was regardas the
diagnosis of the model.

From the variance of recall rate and precision &fter attributes reduction we found that the fecale and
precision rate of each group decreased a little Jdss than 3.05%. We analyzed the result datagudiilcoxon
Signed-Rank Test. The calculatedalue was 0.853 and larger than 0.05, so the hydbthesis was true, which
means that there was no significant statisticdedihce between these two methods. In concludiencomparative
experimental results indicated that the proposethadecould find the shortest or minimal reducts le/tkieeping
high-quality classification performance.

Conclusion and Future Work

The increasing aging population has led to a higheiase in the prevalence of AD. Due to the faat tilrgeted care
and therapies may slow down the progression ofadisethe identification of different stages of A® Jery
important. In this paper, we proposed a computgediidiagnosis method for AD based on analyzingptiaetical
scores of rating scales. We especially identifledrmost discriminative items based on rough setryhend genetic
algorithm. The selected items cover multiple cagaitdomains and can be administered generally witth
minutes. So it is user-friendly and is quickly adisiered, it may be appropriate use in primaryictinvhere
assessment time is often limited. By comparingdhssification performance, the result showed thatapproach
can effectively reduce the representation spateeoattributes whilst hardly decreasing classiftaprecision. The
data also indicated that it has satisfactory rditsgdor both MCI and AD comparing with other exésl cognitive
screening scales.

Without doubt, opportunities for future researcé abundant. First, we plan to further evaluatebthit model with
a perspective study in a real clinical setting. de¢ more rating scales for specific dementiasgaiag to be
involved in the training set data and more compmehe model for senile dementia will be built iretfuture work.
Based on above work, a “three-level medical sermiesvork” for AD is going to be built in the neartire and
different computer-aided diagnosis tools for eamtel hospital will be developed; for example, threde cognitive
screening tool helps clinicians in primary clinitcs judge whether patients suffer from cognitive amment; the
advanced cognitive assessment tool helps clinidiarsecond class hospitals to estimate the sevefitpgnitive
impairment; the comprehensive assisted diagnosisgsalesigned for clinicians in top hospitals tfatentiate the
types of dementia. The setup of such network wifpiove diagnosis accuracy of AD greatly and redheeburden
on public health care resource.
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