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ABSTRACT

In order to improve the result reliability of predicting hog prices, this paper proposes a model of predicting hog
prices based on Hadoop and support vector machine (SVM). First, the pig information is mined from the websites
about pigs by the distributed computing technology provided by Hadoop. Second, the multiple regression model is
constructed by adding arguments from the pig information gradually which can obtain the key indicators of
affecting the pig price fluctuation. Then, through rewriting the map and reduce functions in Hadoop, the
corresponding data sets of key indicators are extracted. Finally, the model of training and testing hog prices is
established by the method of SVM on the basis of key indicators and corresponding data sets. The experimental
result shows that the model of predicting hog prices based on Hadoop and SVM is more reliably.
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INTRODUCTION

With the rapid development of internet technology, a growth trend about the information of pigs is shown on the
web. Through mining data from the web, the valuable information about hog prices can be obtained. Just Hadoop is
a distributed system infrastructure developed by the Apache Foundation, which provides the distributed computing
technology of underlying package, task allocation, parallel processing, fault tolerance and so on [1-2]. So Hadoop
can process mass data on the web well [3-5] , which provides a solution of mining pig information. In view of the
pig is the main source of meat for urban and rural residents which has an important impact on the quality of life for
residents, how to extract pig information and better predict hog prices becomes an important research topic of
domestic and foreign scholars.

Zhao et al. [6] collected the empirical methods of predicting and warning hog model which not only contains the
models of based on time series analysis [7], based on multiple linear regression, based on vector autocorrelation
[8]or based on gray neural network [9] but also contains the model of based on back propagation artificial neural
network [10] or based on structural equation [11]. In addition, Do Canto and Wilson leite [12] described the
recursive and multivariate regression model to forecast quarterly and monthly US hog prices. And Melinda
[13]applied the econometric and ARIMA models to predict annual and quarterly US hog prices. However, all these
predicting and warning hog models are established by the small amount of static data and can not process the data
quickly and effectively. Due to the large pig market, it is needed that dynamically capturing the key indicator data
affecting hog prices which is convenient for analyzing and forecasting the hog prices. Therefore, learning from
existing research results [14-15], this paper proposes a method of data collection and processing by Hadoop [16] and
taking these data as the input of training the hog prices model by SVM[17] to achieve the purpose of forecasting the
hog prices.
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As opposed to the way of getting key indicators and accessing to key indicator data, just applying old annual data or
selecting the rate of change or price index compared to the previous year, in this paper we propose a method of
analyzing and handling with data by rewriting the map and reduce function in Hadoop and extracting key indicators
by the multiple regression model. In addition, from the experimental results, we can see that the method proposed in
this paper has higher accuracy on forecasting hog prices.

2. Extract key indicators of affecting hog prices

2.1. Access to pig information

On the website, there are a lot of information about the pigs, such as the monthly consumer price index released by
the National Bureau of Statistics and the pig herds trend described in the national pig situation report. The specific
information is shown in Figure 1.

data from www.stats.gov.cn consumer price index (previous year = 100)

data from tzrpscyxs.mofcom.gov.cn hog slaughter, pig price, carcass meat factory price, etc.

data from chinaswine.org.cn movements of live pigs, sows movements, slaughter pigs, etc.
data from www.yz88.cn »| hog price changes, piglet price changes, pork price changes, etc.
data from www.zhue.com.cn hog prices, pigs region, hog prices release date, etc.

data from www.feedtrade.com.cn corn price, soybean price, egg price, soy price, etc.

| rewrite the map and reduce function and run the job in Hadoop I

v

| add arguments gradually based on the multiple regression model |

v

target variable: hog prices

diSturbance variable: year and month

explanatory variables: piglet price, pork price, corn price, soybean meal price, pig herds amount, breeding sow herds
amount, poultry and product price index (current period), poultry and product price index (current cumulative
number)

Figure 1. Extracting key indicators of affecting hog prices from pig information

Just Hadoop is the open source framework which core is composed by the distributed file system (HDFS) and
MapReduce [18]. HDFS is a stable file system that provides data storage and block location services by data node.
And MapReduce implements a distributed programming model, which makes the program distributed to the cluster
be executed concurrently. So the pig information can be acquired by transfering the files from the website to HDFS
and rewriting the map and reduce functions in Hadoop. The main steps of rewriting the map and reduce functions
are given as follows:

(1) Create the public class of PriceMapReduce which extends Configured implements Tool. Then in the class of
PriceMapReduce, the static class of PriceMapper which extends MapReduceBase implements
Mapper<LongWritable, Text, Text, Text> is created and the map function is overrided by taking the year and month
field as its key and other fields as the corresponding value.

(2) Create the static class of PriceReducer which extends MapReduceBase implements Reducer<Text, Text, Text,
Text> in the class of PriceMapReduce, and override the reduce function by taking the string output of map as its
input and removing the missing data fields.

(3) Override the run function by configuring the job in the class of PriceMapReduce:
setJobName: PriceMapReduce

setMapperClass: PriceMapper.class

setReducerClass: PriceReducer.class

setOutputKeyClass: Text.class

setOutputValueClass: Text.class

setInputPaths: input
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setOutputPath: output

(4) Run the job by calling the runJob function.
Through the above steps the information related to pigs can be obtained.

2.2. Extract key indicators

Third-order headings, as in this paragraph, are discouraged. However, if you must use them, use 10-point Times
New Roman, boldface, initially capitalized, flush left, preceded by one blank line, followed by a colon and your text
on the same line.

There are many factors of affecting hog prices. What factors are selected is important to assess hog prices. So the
extraction of the key factors have been considered by making use of the obtained pig information. Here a multiple
regression model is established which specific form is as follows:

y=ao+amx;+ax>+ ... + awn+ 0 (1)

In the formula 1, y represents the hog prices, ao is a constant term, J represents the disturbance variable, x; represents
explanatory variables.

Then applying the software of statistical product and service solutions (SPSS), the regression analysis of this model
is carried out by adding arguments gradually. If the p value of the F statistic is sufficiently small, then at each step,
considering all the independent variables of the regression equation, the variable which makes the equation have the
smallest F statistic is added in this equation. However, if the p value of the F statistic becomes relatively large, the
variable just added will be removed from the equation. The standard of adding a variable is that the p value of the F/
statistic of y is less than or equal to 0.05.

These regression operations can not be stopped until no variable can be removed from the regression model and no
outside variable can be added in the regression model. At this moment, the key indicators are obtained, that is the
explanatory variables seen Figure 1 specifically.

2.3. Obtain the data of key indicators
In the light of the key indicators has been obtained, the data of these key indicators can be got by rewriting the
reduce function again in Hadoop by only keeping the ficlds of key indicator and deleting unrelated fields.

3. Establish the SVM model of hog prices

3.1. Categorize hog prices

In order to facilitate the follow-up model training, the hog prices are categorized by the method of rounding, the
classification categorized is as follows (Table 1):

Table 1. Hog prices category(yuan/kg)

No. | Hog prices classification | hog prices range
(1) 6 5.5-6.5
?2) 7 6.5-7.5
3) 8 7.5-8.5
4) 9 8.5-9.5
5) 10 9.5-10.5
6) 11 10.5-11.5
%) 12 11.5-12.5
®) 13 12.5-13.5
9) 14 13.5-14.5
(10) 15 14.5-15.5
1 16 15.5-16.5
(12) 17 16.5-17.5
(13) 18 17.5-18.5
(14) 19 18.5-19.5
(15) 20 19.5-20.5
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As shown in Table 1, when the hog prices is between 5.5 and 6.5 yuan per kilogram, the corresponding classification
is 6 yuan per kilogram.

3.2. Establish the training and predictiving model of hog prices
The training and predicting model of hog prices based on SVM [19-20] is shown in Figure 2.

Training Set Grid Result

target 1:feature 2:feature =+«+-- | 1 t
arget 1:feature 2:feature SVM Grid C_value g value rate
target 1:feature 2:feature ««--* value g value rate

target 1:feature 2:feature *+=+=+ | Gz g=eeeees

Train Model
svm_type c_svc

kernel type rbf
SVM Train N

gamma ++++-
nr_class ==+***
total sv eeeeee

Testing Set / Predict Result

1:feature 2:feature *-+ -

eature 2:feature > SVM Predict target
1:feature 2:feature =<+ target
1:feature 2:feature - target

Figure 2. The training and predicting model of hog prices based on SVM

One important part of this model is to choose the kernel function and determine its parameters. Given the RBF
kernel function can handle non-linear relationship between the tags and attributes which can map sample nonlinear
to a higher dimensional space and be applicable to the arbitrary distribution of the sample by choosing the
parameters, the RBF kernel function is selected for the model in this paper. The form of the kernel function is as
follows:

K(x, y) = exp(-||x-y|1*/20%) 2

In the formula 2, ¢ is greater than zero which represented by g behind. The function involves two parameters: the
error penalty parameter (C) and gaussian kernel parameter (g). C and g are determined by the bilinear web search
method because of the bilinear search method has the characteristics of a small amount of computation and the web
search method has higher learning accuracy [21]. In the condition of limiting the range of error between 2% and 2/,
the parameters are being adjusted constantly. Finally the optimum parameters are obtained: the optimum C is 64.0
and the optimum g is 0.00390625.

The SVM model is trained by the training algorithm making use of the training set and the adjusted C and g
parameters. Then by the predicting algorithm applying the trained model and the test set, the classification of hog
prices can be predicted.

EXPERIMENTAL SECTION

The experimental platform is built based on the tool of SPSS and on the open source software of Hadoop [22] and
LibSVM [23]. And for using Hadoop, it is needed to setup the environment of Cygwin and config the path of
JAVA HOME. The rewritten map and reduce functions also need to be packaged into a jar file and the information
related to pigs can be obtained by running the command as follows:

bin/hadoop jar hadoop-0.19.2-price.jar PriceMapReduce input output

In the experiments, the training data is the national pig monthly data from January 2006 to April 2013. The national
pig monthly data from May 2013 to August 2013 is taken as the testing data.
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RESULTS AND DISCUSSION

The predictions based on the SVM model are shown in the following table:

Table 2. Results of predicting of prices

Year and month | Actual value | Predicted value | Hog prices range
201305 12.86 13 12.5-13.5
201306 14.40 14 13.5-14.5
201307 14.82 15 14.5-15.5
201308 15.93 16 15.5-16.5

From the Table 2, the classification result of hog prices in May 2013 is 13 which corresponding hog prices range is
bewteen 12.5 and 13.5, the actual hog prices is 12.86 yuan per kilogram just within this range. And in August 2013
the hog prices is 15.93 yuan per kilogram is also within the range between 15.5 and 16.5. The results are shown that
the model of predicting hog prices based on Hadoop and SVM is effective which can predict hog prices more
reliably.

CONCLUSION

Mastering the fluctuation of hog prices may reduce the risk of pig producers, increase the incoming of those who
provides hog and stabilize the cost of living for consumers. So the paper proposes a method of predicting hog prices
which mines the pig information by Hadoop and extracts the key indicators by the multiple regression model and
gets the key data by rewriting the map and reduce function in Hadoop which are taken as the input data of the SVM
training model. Experimental results show that this method is more reliably than previous.

However, this model is just a simple and preliminary model, how to dig out more efficient hog prices data and
choose the most appropriate characteristic variables of affecting hog prices are need to be further explored.
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