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ABSTRACT

When MapReduce process mass-data,it highly abstitagarallel computing process on large cluster itwo

functions (Map and Reduce). so pre-organizatioruingataset and generating Map task view is a kep $or

processing.. In this paper, iterative reduction the existing complex, large-scale task set basedough set
knowledge, get sub views equivalence class taskthEe update, calculate the optimal Propertiesdzhon the set
with minimal time overhead, according to the opfima#tribute set to delete redundant view, Finalhe ttask

combination view for parallel processing obtaindteaoptimized,. Simulation results show that, cared with the

reduction before optimization, MapReduce algoritivoids unnecessary complexity in dealing with traestask,
the running time and efficiency are better promotishow the effectiveness of the method.
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INTRODUCTION

The increasing data in the data acquisition, syl analysis has become a research hotspot. &otine new
storage system such as network database, cloudorpiat extensible database to abandon the traditiona
management mode of relational database, and thentadel is more simple and weak a characteristicedet the
large data in the expansion of demand. Where Mapéeds the common research and application is data
processing method [1,2]. It is suitable for largmle analog to digital (more than 1TB) parallel pamng.
MpReduc will run on large scale complex paralleinpoiting on clusters of highly abstract two functidgmap and
Reduce), each Map tasks and each Reduce taskrtamnthe same time, a separate computing nodepralkessing
efficiency is very high[3]. In MapReduce, the pragr prior to execution, to organize the input clask be
scheduled in accordance with the Map the numbéasks the input file segmentation. The data setdidded,
efficient mapping relationship between data an# issalled the Map task view. How to obtain thepgMask view
well, many kinds of large data sets, pretreatmisra,hot spot to solve the practical application.

Pre processing method in recent years for largke-stzda processing set mainly in the clusteringrigm for direct

processing of the data itself, such as the metlasgd on density and grid, combined with the bionéthod, such
as ant colony algorithm and clustering algorithnsdzhon particle swarm algorithm, the center, siwK-#neans
clustering[9]. The solution is to make the objeeiss is as similar as possible, between the diffevbject classes.
This kind of algorithm canmake in dealing with lafgcale growth structure data set effectively idiestthe data
the intrinsic structure. But the processing to da¢a set and the task set is linear discrete,yetmapped in local
optima prematurely. In addition, also appeareditsetask decomposition and combination of toaid anethods of
data collection, such as Aqualogic[2] and Damia{8RSOJ[4], this method can deal with large-scalssmomain

task request, and has a relatively good flexibilihd ease of use.However, they are either fronmdibal state of
single block grid, or in accordance with the chseastics of the data itself to organizing and réian the original

data set, to improve the efficiency of the algaritand reduce the difficulty of.
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When the data is large in scale, complex data tstre, problems are: (1) the re organization oé @eid then split
time cost greatly, also need to take extra storgupece. (2) Such as fruit region is irregular mgstien the
restructuring and re partition the excessive cfgtg3) On the polymerization and splits the biawdata loss in the
domain decomposition parallel program debugginglyesis and verification of information, is not camive to the
task.

In order to avoid these problems, this paper prepga@stask view composition optimization method base rough
sets reduction. The method is based on rough setrythapplications of constructive method to appnate the
spatial space derived from existing, design fok tasd data mapping of the Map view engine, hantbd¢al fast
update the view, one can view the description gbeisition between pairs. The method is suitableptmallel
processing program in most of the aggregation ardaih decomposition method, especially can be disgein
the communication merge multiple sub data set faommunication, in order to reduce the communicatio
complexity.

PROBLEM ANALYSIS

2.1. Knowledge reduction algorithm

The rough set theory is a mathematical tool whiah quantitatively analyze the imprecise, inconsistend
incomplete information and knowledge. Its basicaide to form concepts and rules through classiicatind
summarization of the relational database, therizednowledge discovery through equivalent clasatfon. Its
most significant feature is that it did not neegtovide any prior information besides the requipedcessing data.
Therefore, the uncertainty description or procegsihthe problem is quite objective. Currently,@ash based on
Rough set theory mainly focus on attribute redurctisle acquiring and algorithm research. Attribrgduction, as
an NP-Hard problem, has become a hot topic for nsmplars. Reduction theory based on rough setlajeee
rapidly over the past several years, many new diedtsre methods have come forth. For example,diffierent
information systems (coordinated and uncoordinatedjplete and incomplete), Pawlak, Wong, Yao anithdia
have proposed many methods by combining informati@ory, concept lattice and swarm intelligenceoatgm
technology, such as data analysis method, attribedection algorithm based on information entrogynamic
reduction algorithm, incremental algorithm and idfead matrix algorithm. They all achieved corresding results
[5-9].

Below are some basic concepts of Rough set irptper.
Definitionl:QuintupIeS =<U,C,D\V, > isa decision table,whiétll = X0 Xp00 X0 } represent the non-empty finite
set of the objects, called the domain; sulgeand D are called condition attribute set and decisicattribute set;

V= U Va _ _ . .
clb=0o, =cwo, Va s the range of attribut@; "V x(CuD) -V

the attribute values of every objectin

is an information function, it specifies

Definition 2: ToHaH €U D, x0 U, f(x a0a ; each attribute subsét U CU D getermines a binary i

indistinguishable relation!NP(A) ={(x Yy OUxU|Dal A f(x 3= fy 8 RelationIND(A constitute a

division of U | denoted as U /IND(A) , abbreviated U/A each of the element
M ={y0ab A (xa= (yd# is called equivalent class.

Definition 3: Assume U, V represent two domainsraénts us U and v€ V are compatible, denotedJa@ U .
Without loss of generality, it is assumed thatdach u€ U, there will be a v& V to ensure that they arsoagted,
vice versa. Then the compatible relationship betwdeand V can be multi-value mapping, assign aevatueach

object, that is, to define it, i.g(u) ={viVv|iuly .

Definition 4: Set the decision table informatiorrs’@,mS =<U.CDbYV, f>, for each subseX 'Y and uncertain
relation A. the lower approximation sets and uppgproximation sets of X can be defined by the basicof A
respectively as follows:
o A (X)=U{Y, DU |IND(A):Y O X}
Lower approximation sets:- ! !
o AX)=UY. QU|INDA):Y N X =0}
Upper approximation sets: ! !
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Definition 5: Assume=:D  are attribute sets, no attribute @fcan be omitted. IiD boc , andlnd(D) = Ind(C)'
then Q is a reduction oP , denoted aged(P. . Furthermore, ifore(C) is denoted as the attribute set that cannot

be omitted, referred as the coreof .then all the reduction Red(C) just exactly aguthe core of C, That is

Core(C) =n Req g . The formula not only reflects that the relatibetween nuclear and all the reduction are
obtained by reduction, it also shows that cordaésrhost important part of knowledge base, whicmotbe deleted
in the process of knowledge reduction.

- Uu/C= x' x' x
Definition 6: In decision tablg =<U.C.DV. T > mark { l]‘[ ﬂ ool 4} _

U =0 X X} U pos {2 %00 X , the object inY ros is compatible object,U sno equals

u’ 'UvPos, OS = :UIPosUUI enC, DV, f)

S is the simplified decision table.

Decision table can be divided into a consistentisi@e table and inconsistent decision table. Wheris Botally

depend on ¢ = D), it is called consistent; whtg:n:> kD(O <k< 1), the decision table is inconsistent. Whether the
decision table is reducible depending on whethér & consistent decision table. This is becauferdit reasons
can cause the same results, but the same reasohaowed to lead to different results.

2.2 knowledge reduction algorithm based on Rough Set

In the process of mass data, the core of the pmolidethe document segmentation and host resouteetiem
algorithm. The document segmentation in logic omtythe input data into pieces, and not on the ditkbe cut
into pieces for storage and processing. When tgmeatation scheme is determined, a very importast fesource
selection. Common disposal method is in accordavittethe price level, the
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Figure 1. Algorithm flowchart

task scheduling, a priority to the data processihglle resources on the local node, if the nodeacapable of
processing data, the processing of the same douadé the worst case is to deal with the other diorfut must
be in the same data center).
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This problem can be in accordance with the 2.1ilairo the two parts:

Set for each data set F<file, start, length, argt€x blokcsize are four attributes, such as tleigied resource
block numbers of block, goalsize as desired by uber file, Goalsize=totalsize/numsize, and minsizgethe
minimum files can be divided.

F=max {minsize, min {goalsize, blocksize}}

For each resource set H<locality, block >, wherality local, in this paper is divided into the molbcality, rack
locality, data center locality three. In order maprove the local Map task view, should be the sigeal to block
and F, you can set set of conditions, including dionmeal-time parameters, such as server and mlydigtance
and average network traffic, node locality, rackality, data center locality related parameters.

A decision set, said request time sequence, the afbusiness, said the quality of service requineisy said the
economic principles, said the source file sized faé¢ task schedule length, said safety requiresnent

A MAP-TASK VIEW GENERATION ALGORITHM SBASED ON ROUGH SET THEORY
The specific flow chart of map-task view generatalgorithm shown in Figurel: Algorithm1 and Algdwit 2 in
the figurel is described in detail below.

3.1Subview division and parallel reduction algorithm

The traditional parallel reduction strategy assumlase all objects into the memory at one time. ¥é4 is not
suitable for large-scale task view sets in Glowagie system [10]. By using the MapReduce techryolodhandle
massive amounts of data, we did not need to dehlfailt tolerance processing and data partitioniig just need
to divide the actual problem into a number of defaub-problems. Its main functions involve Mamdtion and
Reduce function. Map function mainly deals with ttedculation of different sub-equivalence classjlevheduce
function mainly calculates the number of unrecogdinbjects in the same equivalence class [10].

First, assume there are k different decision aftelbvalues in decision tab%, the decision attribute value of
compatible objects respectively mappi?ﬂg’"-'k . That of incompatible objects all mappfﬁ'ﬁl. In this way, the
entire decision tablé can be seen as constituted by 1 sub-decision tabfw Do+ Do Dy,

n

2 k
Each decision table contains objects of the sartegogy; the number of the objectsr]}s NN respectively.

Therefore, decision tabl§ is "consistent" decision table.

Initialization: in the consistent decision tabletl® recognizable objects in task combination viexs generated by
two objects with different decision attribute vaduend different condition attribute combination uesd.

Assumeéal C | if the decision value of two objects is differeabndition attribute? is also different, the® can
identify these two objects, i.e. a recognizableeobjpair. In order to identify all the recognizebjexts in task

scheduling views according to the above rules,kfatifferent decision attribute values, mapped ikl sub
decision tablelt 25 E 1,

Following process is the reduction of one of thexponent.

Step 1: Calculate the condition mutual informatiof condition attribute™ and decision attributeg)i in the

decision tablél_i

Step 2: Calculate the relative core = Core, ( Q) of & relative toDi . Generally,l(co’ DY <1(C;, Di);

C,=0 I(C, DY<I(C,, DP=0.

sometimes™ ~ — ,then

¢(B» DY =1(C. DD repeat in conditions attribute &t B

Step 3: Orde
"IFor each attribut® G- B, calculate the condition mutual im‘ormati'o(R'Di L );
[J Choose the attribute that makes the condition xaminjormationl(p’Di IB) the biggest. Denoted as p (if

the attribute are more than one, choose the ondésahe least combination with attrib&le; and® B u{#R .
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)i 1B, D =1C, Di),then terminate; otherwise turnitg
Step 4: FinaIIyB' is a reduction 01Ci relative to D
Following is an example of the knowledge reductidgorithm under the Gloud storage environment. &dbls a
part of the typical decision table when the tas&wicombines together, in which the condition attiéb set

C:{al,az,q,g,@,gx,p' & indicates the order of requesting tim%z, indicates the type of servicea,3 is the
requirement of quality servicé4is the economic principle@5 is the size of the source fil€6 is the length of
task scheduling,a7 is the security requirement.

Decision attribute set &~ {d} represents the preliminary results, donrafn{UsUaUsUsUsUsU}
TABLE 1. Task view combines Decision table
task a a a =N 3 Be/ms &
1 3
U; 1 backup 3 maxi high 4 Ordinary clients
mize
U, 2 Large Files 2 maxi low 2 VIP clients
division mize
Us 3 backup 1 maxi low 00 Unexpected clients
mize
Us 4 download 1 null medi 5 Trusted clients
um
U 5 Upload 3 null high 600 Trusted clients
Us 6 Search 3 null Med 1200 Unexpected clients
ium
Uy 7 verify 2 null High 100 New clients

Algorithm 1 is used in the attribute reduction b&tobject in table 1 with the minimum time overhekdst

calculate! (C:D)=1.761, then calculate the cofaelative toD,Co ={2:} B={a18.8: } il pe obtained through
step 3 by algorithm 1. Next judge the conditibf& D =1(C.D) |t the condition is true, then algorithm end; and

output the reduction B {8,,,.8;,. }WhiCh is a sef relative to a sd?.

Analyze the relative reduction sBt.Becausd'Pl{a.a, &P=HMDNa,a,a,8) o4 the attribute® is the

redundant attribute of reductidh relative to decision attribute 4t Thus, the reduced decision table can have less
condition attribute while with no loss of knowledgentent.

3.2 Optimization algorithm of the task combination views.
In order to optimize the task combination views deloit as a 0-1 programming problem. There are maays to
solve the problem quickly. Description of the Ofbgramming is as (1):

MIiNB st xExES = [$ @)

B; is the target function;is the combination programs chosen from the edeitasubview, which is 1 when
chosen, otherwise 0. Constraints are an origin&l ¢as only choose one corresponding equivaleninstte task
combination program.®lis a column vector whose length is |S| and elesnarg all 1. Since the target function
does not meet the principle of superposition, tteeacalculation of the single-view optimal attriba is selected.
Some of the specific process of the algorithm bélintroduced in another paper.

RESULTSAND DISCUSSION

4.1 experimental platforms

The proposed algorithm in this paper was conduotethe school distributed storage laboratory whaiit by the
open-source platform Hadoop 0.20.2 and Java 1.6.0M2 deployed a self-developed heterogeneous shcedge
system, the directory which ipnuted has six fiikslf File2, file3, file4, file5, file6 defaulty,re of the experiments
are count word frequency for each word appearsdocament, Another experiment is comparing thequarénce
of different algorithms when they download the samaege video file. The initialization parameters shown in
table 2.It support uses including 108 clients, B/aes for job scheduling tasks. The parametersask view
equivalent class at some point is shown in Table 3
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Table 2. Task view equivalence class at some point view combines Decision

name minsize goalSize splitSize  File Correspondumgber F

filel 1iMB totalSize 64 MB 4
File2 4MB totalSize/5 50 MB 5
File3 128MB totalSize/2 128 MB 2
File4 256 MB totalSize/5 64 MB 6
File5 1G totalSize/8 128 MB 5
File6 4G totalSize/4 256 MB 16

Table 3. Task view equivalence class at some point view combines Decision

Set value of the number of

Node ID Number of tasks  Number of condition atttésu . .
decision attributes number

0 8249 10000 103
02 680 9 2
68 785 26 5
103 430 30 10

3 799 78 5
79 101 11 3

4.2 Experimental results

Traditional data processing algorithm in the apglan of data processing intensive is inadequatduding poor
scalability, flexibility and performance is poon tecent years there has been a massive data giragesethods
such as MapReduce, for parallel computation ofdatgta sets. In this paper, the application of hokigowledge
reduction focused on the existing complex, largiesclata sets of task mapping iterative reductit,sub view
equivalence class task after the update, time obsask sets the optimal attributes were calculdiaded on,
according to the optimal attribute set to deletburelant view, finally get the map like task combima view after
optimization, for parallel processing. Simulati@sults show that, compared with the reduction eefmtimization,
MapReduce algorithm avoids unnecessary complerityeialing with the same task, figure 4 to figurdhg time
span from the time cost, operation time, speedtadability to measure the same computing tasks auedbviews
about Jane after effect. As you can see from Fidurihe tasks view are reduced after optimizatimantbefore
optimization, was split on the file before optintipa, the communication overhead is almost 10 tiraésr
optimization, this fact reveals the characteristitthe low overhead algorithm. Furthermore, itsning time as the
number of attributes has been an obvious increiagggrtrend; and with the task set size is fixedd dhe file
number increased, the algorithm to the optimizatidhgood speedup. When a node and task set sizk whi
expanding, expandable algorithm is also very gddeerefore, the rough set algorithm for task comtodmaview
attribute reduction can meet the need of largeesstrage system based on the proposed, has aagpbdation
prospect.

We mainly measured the effects of reduced task amatibn views under the environment of Gloud cormpmut
from time span, runtime, speedup ratio and scdtgbil Figures 4 to 7 is the comparison before afigra
optimization. As we can see from the figure, rutimcreased rapidly as the number of attributes gge When
the scale of task set is fixed, this algorithm bater speedup ratio as the number of node incsed$ken the size
of task set scale and number of node increaseeagdme time, the scalability of the algorithm isoavery good.
Therefore, the proposed task combination view réducalgorithm based on rough set knowledge is lokgpaf
applying in large-scale storage systems and hasterlapplication prospects.
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