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ABSTRACT

In order to improve the effect of query accuracy in intelligent question-answering system, the sentence similarity
calculation model has been a research focus in this field. Based on the analysis of overall implementation
framework in intelligent question-answering system, this paper proposes a new type of sentence similarity
calculation model based on a linear regression algorithm, which combines the advantages to do sentence similarity
computing based on keywords characteristics and semantic characteristics, according to the characteristics to
calculate the sentence similarity and obtain a high accuracy.
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INTRODUCTION

With the rapid development of computer technologg aetwork technology, network teaching systemésdasing,
intelligent answering [1] as an important partéaching activities is increasingly attracted attentThe advantages
and disadvantages of answer effect are mainlyateftein the matching accuracy between inputtedtgpressand the
guestions in answering-question bank, it is a flased on keywords, relying on an exact match ofvkegs. In
practice, accurate keywords matching method wildléo many problems hard to find the answer, od fio
answers; it is difficult to achieve a higher reaallio and precision ratio [2]. In order to solVes$e problems, the
guestion method based on natural language is pedpowhich brings forward the research of intelligen
guestion-answering system based on sentence stilar

Because of the characteristic of the western lagesiathe foreign study to intelligent question-agismg system is
relatively early, the molding products is also mosach as ASK Jeeves for kids of ASK Jeeves compiduey
START (Syntactic Analysis Using Reversible Transfation) of MIT artificial intelligence laboratorythe

FAQFinder developed by the artificial intelligenkedoratory at the university of Chicago, etc. Foneintelligent

guestion-answering system has strong independehatively, basically which can be regarded as sgpanodule
to meet the retrieval of different types of intgdint question-answering material. Inland basicdtgs not have
special intelligent question-answering system eavhich is usually via E-mail, message boards,dbullboards to
answer questions from the students, basically awpithe application of artificial intelligence amkpert system
technology. In recent years, due to the demancathing platform and the breakthrough in Chinesguage
processing areas, many scientific research insfitatiso increase the research and developmenttaifigant

guestion-answering system, the developed systdlagated as AnswerWeb intelligent question-angmgesystem
of ShanghaiJiaotongUniversity, the Aslane Smartvanparts in Beijing normal university vclass teiaghplatform,

etc.

The research of current intelligent question-answgesystem is still in its beginning stage, theme many problems
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need to be solved on the basis of the careful relsgaractice. And the proposed intelligent questiaswering
system in this paper, comprehensively summarizesvitrious means of the intelligent answering qoastiat
present, analyzes their characteristics, and desigkind of workflow which makes full use of allnkis of
intelligent question-answering resources. And agmio the characteristics of intelligence and opsesnef the
system, this paper analyzes the key technologiagdbize the intelligent question-answering syst&mm the
perspective of the use effect of this intelligentestion-answering system, which can fully meet tieeds of
intelligent answering questions in the remote etlopasystem, in some sense, intelligent questisweaning
system can also play the role of a good teachistgsy.

THE OVERVIEW OF INTELLIGENT QUESTION-ANSWERING SYSTEM

Usually intelligent question-answering system galtgincludes keywords library and the system krenige base,
in the implementation which includes dictionary Iding, question sentence pretreatment, sentencédasim
calculation [3], and matching display and so on.

Keywords repository is used for user’s questionsfgasional keywords extraction, heuristic questi¢res, key
words extension), sentence similarity calculatietc., at building time which needs to determine weghts of
words according to the experience or the relatgdriaghm [4], in this way the built keywords libragan better
supply service for the next phase of sentence aiityilcomputing.

Usually the weights calculation can adopt the feitay process:First, in generally the general keylsoweight
isaccording to the part of speech to determinevéttee, here it is defined as the weith the value range is (0,
1);Second, the weight of professional keywordsefsned asW'.

The importance of professional keywords has suchasacteristics: usually the number it appearomessections

is more, to the professional keywords that lesgufemtly appears in the whole subject knowledgewtbel includes
more amount of information, it is more importanthefefore such professional keywords are given highe
weights.For example: if in a question about ma#rdtare "limit* and "double integral” these two ordjeywordsat
the same time, "double integral" can be easilytjmrsdd to "integration" this chapter; and "limit'hard to place its
position, because "limit" almost can be found inleahapter of mathematics.Thus theprofessional keysvmore
often occurs in the small scale, the more is imgrdrtthe term should be given a higher weight.

SupposingQis the calculated weight of professional keywordzoading to the characteristics of above
professional keywords, in order to ensure the ¢aledweight of professional keywords is bigger th@weight of

general keywords, the calculation expression offgasional keywords weight is adjusted WstQ*L: the
calculation method ofRis as follows, here three kinds of circumstancediated:

The first case, when a professional keywords ajgpieamany chaptersof course, the chapter numlagpearing is
Q= &
noted adl, and fotal chapter number o socond case, when a professional keywords apbears in the

multiple sectionsof a chapter in course, the appgarsection number is noted a@z, and

_ n
Q= the sedion number of chapter

.The third case, when a professional keywords appears in the multiple
paragraphs of a section in a chapter, the appeanqagagraph number is noted af® and
Q= e

the paragraph number of a section in a ¢ba

At the same time, in these three cases, accorditiget characteristics of professional keywords ftom previous
analysis, there is: tfe value of the third case > th& value of the second case > tiff¥value of the first case.

In Chinese, the questions include interrogativetesaes, and rhetorical question, the purpose @frriogative
sentences is mainly used to ask opposite sidejshilso the most common form in the answer systésnally in
processing it needs to determine the question gpayord segmentation for the question, keywordsaekon and
extension analysis, etc. What needs special atteigithat, for the production of relevant problsets, association
rule is mainly used to do mining to the user quesibgs, the question logsare basically consistetibyuser’s
guestions and therelevant answers in intelligerswan library, using association rules can mine dhetation
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degree between the user’s question and the anavike iintelligent library, so that an effective hstic questions
can be bring forward for the user's question, wicih represent the system intelligence.

The keywords of questions are obtained after prgssing, according to the weight distribution dnerally can
represent the whole question, at this time needmtbmatching in the system knowledge base, stodmd the
answer of the knowledge base and display. Thisge®can be the important link of the whole questioswering
system, directly affects the overall performancesydtem. This article focuses on analyzing the comynused
algorithm of sentence similarity calculation modie principle and implementation method of eado@thm,
which combines with the advantages of two kindscofimonly used algorithms, puts forward a new kifid o
sentence similarity plane calculation model, angliap it in the intelligent question-answering syst

THE IMPROVED SENTENCE SIMILARITY CALCULATION MODEL

Sentence similarity (also called statement sintifaigalculation in the field of Chinese naturaldalage processing
has a very wide application background, which eferthe similar degree of two statements. Sintilagaches to a
certain threshold value; the two statements arardegl as similar. This section based on the asabfgivo kinds of
sentence similarity calculation model commonly ugedhe intelligent question-answering system, psgs the
new sentence similarity computing model based enittiplementation of linear regression algorithm, [@hich
makes the objective function to be optimal with@mtain scope, greatly improves the accuracy.

THE COMPUTING MODEL BASED ON MORPHOLOGICAL, WORD ORDER AND WORD
SIMILARITY

According to the sentence similarity, from the viefimorphology similarity, statement length simitgrword order
similarity [7,8], sentence similarity computingasalyzed, and based on this three characteristicagw sentence
similarity calculation model is proposed. Conjughsémilarity plays a main role, and the statemength similarity
plays a secondary role, and the role of word osdeilarity is minimal.

S(Sentence)in language L (for example, the Chinese characters) is an oddeet of the single

A statement
word and special symbol (hereinafter referred tthassingle word) ik . The length of S is the number of single

words in S, here it is expressed b&enght(S). Same\/\/C(Sl’sz)expresses the number of same single words in
a, SZ ,and Y , when the occurrences number is diﬁerent‘%, SZ the less occurrence number will be counted.

The similarity degreeWOrdSimiIar(X,Y) in the statementsSi, SZ is decided by the following formula:
WordSimilar (X,Y) = SameWC (X ,Y)Max(Lenght(X),Lenght(Y)) . It is easy to obtain

VVordSmIar(X,Y)D[O,l], its meaning is that the more are the same waordso statements, the more similar are

the two statements!‘enght(sl) andnght(SZ)respectively represent the lengths of the state%enind the

statementsz, that is, the number of single words in two staata. Statement length similarity

LenghtSimilar (S, S,) is determined by the following formula,

_ Abs(Length(§) — Length(S,)) LengthSmilar (S, S,) [0, 1]
Length(S)) + Length(S,) ’

which means the more close are the lengths bettheenvo statements, the more similar are the tatestents.

LengthSimilar (S, S,) =1

It is easy to know

OrderOceur (S.,S,) represents the single word set that appears ordg o, > PFIrst(s,s,) represents the

vector consisting of the position serial numbersirigle words ina, F)Second(sl’SZ)represents the vector

generated by the component ﬁ,’]First(q,Sz) according to the corresponding word % according to the
sequence.

In intelligent question-answering system, afterrisputs a problem, at first problem matching isqaded in the

FAQ library [9], if matching degree reaches the expeéatalue, the corresponding answers will outpugliigent
answering questions will be over. If there is nachig, the problem of matching can be regardeanaspplication

Qset

in similarity calculation of two statements. Supipgsthe input question isQuery, problem set is in the

intelligent question-answering Iibrar)f1 is a question statement in the Iibrarg,D Qset, and the process of
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Query' = MaxSmilar (Query, q)(q [ Qset)

problem matching can be described in the followfogmula:
Therefore, Query’ represents the most similar statement found irirttedligent answering questions library with
the inputted question. According to above formfitajing the most similar statement W%uery, it is needed to

compute all the similarity betweeﬁguery and intelligent answering questions library, thggeist on is selected. If

the traversing method is adopted [10], many statesneith very low similarity or O similarity WithQuery will
participate in the calculation, the algorithm a#fitcy is low, and it is also affected by intelligeuestion-answering
library.

THE SENTENCE SIMILARITY CALCULATION MODEL BASED ON KEYWORDS FEATURE AND
THE SEMANTIC DISTANCE

Sentence similarity calculation based on the kegwaharacteristics, it is through the use of déative words in
two sentences (remove stop words) to form the vesptace [11], then calculate the vector of two eeces, and use

the included angle cosine between two vectors atesee similarity. There are two sentencgsandsz, their

:(Xl’xz’...'xn)

vector space isV which is consisted of all effective words, herejnt%)(n is an effective
word. There is a vectoy1 :{wl’ Wy w”} in sentences, in the expression,a'f‘ is the appearance number
of effective word X“in sentenceS—. In sentencesz, there is a vect(¥2 :{‘//11 RN w“} , in the expression,
&, is the appearance number of effective wo)r(d‘ in sentenceSZ .The similarity of two sentences is as follows:

o D wy,
sim(S,,S,) =V, OV, = =

\/n @’ D\/iwiz

This method is simply using the word surface infation, the effect is better for some corpus witbsleontent
correlation. But this method does not considemtieaning of the word itself and the syntax informmatithus it has
certain limitations.

Sentence similarity calculation based on the seimdigtance, needs certain knowledge resourcesoad wmeaning
as the foundation. Computing the semantic simjlarhong sentences needs to make sure what is tiidermaaning
expressed by the word in this sentence.

The specific method is as follows:

Supposing there are two sentenc® and N , M contains the wordle‘ MZ‘WM”‘, N contains the
<i< (A< i<

words N,» No.---N (A<i<sm) and N (1< j<n)

Smilar(M.,N.
in ( : '). Thus the similarity of two arbitrary words in tve@ntences is obtained, and the semantic
similarity sm”ar(M'N)betweeHVI and N is

n. Then the similarity between Wor!ysIi can be expressed

m n

>.8 2.h
Smilar(M,N)= (‘L —+L /2
m n ,
In the expressiong =maX Smila(M,, N)), Smila(M,N,),---, Smila(M,N,))
b =max Smilar(N., M,), Smilar(N,, M,) ,---, Smilar(N,, M ))
In similarity calculation, this method fully consid the deep layer information of each word in gbetence, the
words that surface meaning is different and thgpdager meaning is same are excavated [12], andithidarity

calculation is not recognized based on keywordsifeaBut as a result that the dictionary is nahpeehensive and
some unregistered word meaning codes are missed these bring forward the calculation error.
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IMPROVED SENTENCE SIMILARITY PLANE CALCULATION MODEL

An object can be described from the views of liresaat plane, etc., which are corresponding to theespescription
as one-dimension, two-dimension, etc. Of coursehtker is the dimensional number; the descriptidormation

of the object is more full and accurate. If theteane is described in accordance with the word essepy it is
one-dimensional linear space; if each vector insér@ence is expressed according to word meanirsgequivalent

to two-dimensional space. Comparing two kinds ofmf®, the description of sentences from the view of
two-dimension is similar to the hologram, can m#ie information that sentences contain more acewratl more
comprehensive.

The method based on keywords feature embodiesutifiégce information of the sentences; the similantgthod

based on semantic distance embodies the semafutimation of every word of a sentence in deep layberefore

the keywords feature and semantic feature of seatefoster strengths and circumvent weaknessespleorant

with each other, and describe a sentence togdthes,according to these characteristics calculatiegsimilarity

among sentences can obtain the higher accurace iHeolves how to determine the weights of thesdtstr in

natural language processing, a lot of problemglatermined according to the experience value. Batgaper sets
up a mathematical model according to the problaimpduces a linear regression algorithm to simplyes so that
the objective function in a certain range can rdaetoptimal. The linear regression algorithm isallews:

Through the above discussion, from two sides tlierimation contained in a sentence can be descrited the
keywords characteristics (KW), semantic charadiesgSE) [13, 14], and these characteristics carcdmbined
together to do the calculation of sentence sintjlago as to get a more accurate method of sinyilaglculation.
Thus the sentence similarity computation formulglahe calculation model is as follows:

smma,sg#smwmsmmz_

Formula one is two similarities multiplying and dgia square root

Formula two is respectively two similarity multiphg coefficient and adding togetheq-'-ﬁ:l),

Smilar(S,S,) = a OSmilarl+ SOSmilar 2

In the expressiorﬁmlarlrepresents the similarity value o% andSZ based on the words characteristics,

Smilar2 represents similarity value oﬁ andSZ based on semantic features, the objective fundsiaa find
a set of possible parameter combina{ign'@ to make the similarity calculation more accuratereinto
a+p=1

(0’1), so how to get the value o@'andlg? Here regression analysis ( its main use is ptiadicthat is, giving
some values of the independent variables, to getdhresponding point estimation and interval estiom) is used

. In order to calculate? and'B, at first the scope of parameter selection%fand'g is limited as

to obtain the value of and'B, the specific calculation process is as follows:

Supposing Smilarl and Smilar2 are two common variables,grrilar is an random variable, and

andY to do experiment, the observed valué’ Zyrady corresponding to random variabi are obtained, thus

Npairs of data can be obtaine(g,xl’Yl’Zl)’ (X2 Y22 p)ee (X, Y, 2y ) referred to as a set of samples with
capacity n npairs of data are distributed in the space, whiltalled a scatterplot [15]. A scatter diagram
visually presents the trend df given points. For the relationship between autammgtading and human raters,

the binary linear regression can be used, assutmiagch value of X, there fgax+py

XY Z=aX+pY

Among them, constant§ and'B have nothing to do with is known as the regression

equation,a and'B are regression coefficients. The purpose is totheesample to estimate the value dtand

'B,the estimated values are obtained %sandﬁ. Z=aX +'8Yis called experience regression equation.
Using this regression equation can do predictiome Teast square method [16] is used to solve tgeession
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>e<é’Y1)’ (leYz)"" '(Xn ’Yn )

equation. According to a set of sample vaI(J , the least square method is used to

solve the value ofd and'B .

The first formula is suitable for integrating theot "and" relationship factors, and the second fdaris more
suitable for integrating the two "or" relationstfgctors. Here the latter is selected, because tmdiasities are
complementary relationship, are relatively indegamdAs long as one of the sentences has highasitgjl two

sentence similarities can be regarded as higherdtian both sentences have high similarity. Amabsing the latter

can change the proportion of two similarity thélt and'g dynamically adjust. Of course, each similarity haown
advantages and disadvantages, only proper comtina#in fully play their respective advantages tbthe best
system performance.

CONTRAST TEST

The calculation model based on morphological, worder and word length similarity, the sentence Igirity
calculation model based on keywords characterisiiod word meaning distance, and the improved seete
similarity calculation plane model are used in cangive experiments, 100 testing sentences aretedle the
similarity values are greater than or equal to thé test results are shown in table 1.

TAB. 1:Experimental comparison results.

Test the The sentences with correct
Method sentences result The correct rate%)
The similarity based on thelerngtrr[])hologlcal, wordesrdnd word 100 63 63
The similarity based on the keywords characterastit word 100 80 80
meaning distance
The similarity based on improved plane calculatiodel 100 86 86

The test results show that the similarity of plamadculation model compares with other two kindscalfculation
method, the accuracy of the query result is thédsy the model can play an important role in datowg the user
guestions and answers matching application intibrahich can make the system accuracy improvetigrea

APPLIATION MODEL TO INTELLIGENT ANSWERING MODULE
According to the improved sentence similarity cddtion model mentioned in section 3, sentence anityl can be

computed combining with the problem vectGuestionVector 5 gethe thresholdf as a certain value, if the

sentence similarity is in scope o‘fr between the leroband intelligent answering library, then the weis

corresponding to the sentence in the intelligerstwaming questions library will be returned to theer) otherwise
the problem will become more creative or in soluti@pository there is no answer to meet the remerds, the

system will automatically transfer the problem tperts distribution function module, automatic stanto the

intelligent question-answering log repository degiag on the type of problems, after the expert giga answer,
this question will serve as a new subject storeitiénsystem problem library, at the same time Ibé teethe students
who bring a question. If the teacher thinks ités@ssary, the question can also be massed antb skatappropriate
students.

Frequently asked question set (FAQ) can be usaedcamponent part of the intelligent answering goest It keeps
the questions and the answers that users ofteriTasthe problems that user inputs, the answer eafirgt in the
FAQ. If you can find the corresponding problem, tweresponding answer of the problem can be retutoghe
user, and without any question understanding, éméesice similarity calculation, and many other clammprocess,
to improve the efficiency.

Using the frequently asked question library to agrsthe user problem, the basic calculation proeedishown in
the figure below:

search

The
problem
in FAQ

The
answer in

FAQ

Matching of
user’s problems

FIG. 1: FAQ Library problem solving process.
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When an intelligent question-answering system migieed, there are 6 steps to consist the followagn frame.

The problem input: refers to input the user’s goesof natural language that needs to deal with the answering
library or questions bank. The problem analysidere to analyze and understand the input questitiss.
understanding means mainly includes the keyword$yais method and logical analysis method (throtinghstudy

of the syntactic analysis of the whole sentenceiriderstand the whole sentence). Question cladsificathe

classification problem now mainly includes: accagito the question word (most cases use this veegprding to
the searching answer type. Because there areddifféypes of problems, the searching keywordsfferént, the

classification method is different also. Keywordsormation matching and sentence similarity computi
according to the mentioned earlier sentence siityilaalculation model to compute the distance betwéhe

calculating question sentence and the answeringtignesentence in the warehouse.Getting the ansefars to

through the matching process (that is the processrding to the question type to select the possiniswers and
assess them, and then by filter return the morerate candidate answers), to calculate weight efcdindidate
answer sentence to select the best answer. Systdmagon: In a sense, intelligent question-ansmgegystem is a
knowledge management system. It saves the exiktiogledge resources to reasonable structure, anddaes the

most natural and effective querying means.The implation process of intelligent question-answesgysgtem is
shown in figure 2.

Problem
Problem P
. classification
analysis
K g Interrogative
eywords
Problem [—> W >
The answers
Logic
others...
Calculation
analysis
System
evaluation ) Obtain the Pickup j
< answer B
Update of Similarity
FAQ Lib

FIG. 2: Theintelligent question-answering system processin general.
CONCLUSION

The study on the current intelligent question-amgvgesystem still has many problems which need dosblved
based on the careful research and practice. Athisrpaper, the intelligent question-answering esysbased on the
new sentence similarity computing model, compreivehs sums up all kinds of methods that currenelilgent
answering-questions system query the sentenceasityjl analyzes their characteristics, and designsnd of
workflow to make full use of all kinds of intelligé question-answering resources. And aiming toctisracteristics
of intelligence and the openness of the systems, ghper analyzes the key technologies to realiedrtelligent
guestion-answering system. From the perspectivheoiuse effect of this intelligent question-answegrsystem, it
can fully meet the needs of the remote educaticsiesy for intelligent answering questions. In somass,
intelligent question-answering system can also fayrole of a good teaching system.
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