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ABSTRACT

Broadcast is one of the most important communication means in mobile ad hoc networks. Reactive routing protocols
establish routes by broadcast. Conventional on-demand routing protocols suffer in terms of several issues such as
rebroadcast redundancy and collisions. This paper proposes an algorithm called DBA(Density Based Algorithm)
.DBA calculates sending delay and forwarding probability based on neighbors of nodes and adjusts them dynamically
according to the broadcasting situation. The strategy of extending cache is adopted to solve the problem of network
division. Combining with the classic AODV routing protocol, we design the AODV-DBA protocol. Computer
simulation results confirmthat AODV-DBA performs perfect in terms of redundancy and collisions compared with the
other protocols, and the DBA algorithm could effectively reduce the cost of channel resource occupied.
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INTRODUCTION

Mobile ad-hoc network(MANET) is a multi-hop temporautonomous system composed of mobile terminéls w
wireless transmitters and receiverand has advantages of laying simple, robust apndgtno infrastructure, etc. But
because of the energy and channel restrictionsdhd@dnetwork is a multi-hop communication systeme Tiobile
network nodes often cause the link breakage antingpérilure, so we need efficient and reliablewark routing
algorithm to ensure the effectiveness and robustoemformation transfer. Traditional on-demandtiog protocols
establish a route mainly through radio, simple diog broadcasting causes serious channel conteatidrconflict,
which is broadcast storm problem[1].

Broadcast storm problem has already been studiegpping a variety of algorithms, mainly includitige algorithm
based on the probability, the algorithm based enatea and the algorithm based on neighbor infeomal hese
algorithms have different methods of redundant pec&stimation, and different methods of collectind forwarding
information decision. Probabilistic algorithms im#ar with flooding algorithms, but a node willfeard a broadcast
message with the probability P when receiving ftisTmethod can reduce the redundancy, but will edsluice the
coverage, so we must choose between the broadgastiondancy limit and coverage. Algorithms basedhe area
primarily decide whether to forward by additionegjional covered by nodes forwarding to, which camlivided into
the distance algorithm and the location algoritfilme algorithms based on distance decide whetheriard by the
distant between the receiving broadcast node anskthding node, which also exists the problemwfoverage. The
algorithms based on distance rely on GPS and pttetioning systems, which applicability is limitethe algorithm
based on neighbor information will add covering esidnformation when sending a broadcast and tbeiving node
will determine whether to forward by the informatiand its neighbors’ information. These algorithads neighbor
information in the broadcast, which adds some aaelh

Based on the existing broadcasting algorithms,ghjger proposes a dynamic broadcast suppressioritiig DBA
(Density Based Algorithm) based on neighbor degfée node will set the delay and the probabilitypodadcast
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forwarding according to the neighbor degree, antadyically adjust forwarding delay and probabilitgarding to the
number of received repeat broadcasts. For themgxisetwork division problems in the sparse netwérk algorithm
designs broadcasting caching prolonged strateggolee the route discovery failure problem causedhétwork
division.

In the paper, Section Il introduces the broadcgstiroblem related algorithms, Section Il descrilies DBA
algorithm in detail, Section IV describes simulatanalysis of the algorithm, and finally is conaduns

Related work

Reference [9] [10] conducted in-depth analysisraseéarch on the broadcast storm problem. Refeféhpeoposed a
fixed probability strategy, after the node receithesfirst RREQ, it will forward with a fixed probdity. The strategy
is simple, but does not consider the problem ofenddnsity. Reference [11] proposed a changing pitistic
algorithm SPS (Smart Probabilistic Scheme), whidimiproved on the basis of a fixed probability. Blrategy takes
into account the density of the node, which ditledensity of nodes into four levels, namely spagenerally sparse,
intensive, high-intensive. Each density level cepands to a forwarding probability, the node ugesdicast HELLO
messages to collect information to establish naigitod neighbor list, in order to determine thegitgrievel they
belong, and then use the corresponding probabititywarding RREQ. Reference [12] proposed a dynamic
probabilistic algorithm. The algorithm will set tfremwarding probability based on node density dr&rtodes covered
by the receiving RREQ, and send the RREQ aftemapdtiie list of its neighbors. The node receiving®RRletermined
the additional nodes set covered by forwardingdsggaring the node list, the more the nodes setather probability
of corresponding forwarding set larger, otherwise ¢maller the probability of forwarding. Referefit8] proposed
HPC(Hybrid Probabilistic Counter) algorithms. In ERilgorithms each node calculated a function tevéod the
broadcast, which function adjusted the forwardingptobability by the number of repeat broadcasteived
dynamically.

Combining with these algorithms, we propose Dynamiobabilistic broadcast suppression algorithm dame
neighbor degree (DBA). The following section detddBA algorithm.

EXPERIMENTAL SECTION

Algorithms and Protocols

AODV (Ad hoc on Demand Distance Vector) is one lod tlassic on-demand MANET routing protocols. Ia th
traditional AODV protocol, when the source nodeginet receive destination node routing, it will &doast a RREQ
to initiate route discovery, all the neighbors ieirgy this broadcast will forward. Because of tiael of effective
control of broadcasting, broadcast storm probleamseasily lead to in the network.

DBA algorithm mainly reduces broadcast conflictdslay algorithms, and reduces broadcast redugdangcugh
probabilistic algorithms.

Delay and Probability Initialization
If a node receives the first RREQ message, the ndbtimitialize a delay timer based on network diy, which time
is a random set. In a large node density netwhstgtare more nodes receiving the broadcast atal fioyward, so the
delay should be set longer. Delay is a functiomefvork density, adjusting delay by the density ceduce the
forwarding nodes at the same time. Here, the deo§ithe network is represent with the ratio of theal node hop
count and the largest network hop number.
Initialization delay is shown in Formula 1.

DL

_ oo
T, = RAND (01-e %) *t .

In the formula,Ti is the delay timer of node P'— is the number of one hop neighbors of nod[e)‘ﬁ is the maximum
number of one hop neighbors of nodes, t is a randdnterval [0,10-3] , for adjusting the time dfer in a suitable
order of magnitude.

Seen from Formula 1, the more hop neighbors of siottee longer waiting time, thereby it can avoidlisions

broadcast. The parameters Qe and De in the formula. The node can obtain the value arfameterDL by

detecting and sensing[.)G is an experimental value, which can be obtainedutih the experimental method in the
specific network environment. To this end, throsifhulating several specific network scenarios, patar values
and the corresponding results obtained are shovalite 1.
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Table 1.Network parametersunder different circumstances

Numble  \oges Network area DL DG Ti P
1 50 500m*500m 6 8 52*10 0.47
2 100 750m*100m 57 64 58*10 0.41
3 200 1000m*1000m 46 60 23*P0  0.64
4 300 1000m*1000m 70 95 51*P0 0.48

Similarly, the probability of the node forwardindREQ also needs considering the density of nodeth ivé higher
density of the network nodes, the more relay néalegarding broadcast, then the forwarding probab#hould be set
lower to reduce the broadcast redundancy of thearkt conversely, the forwarding probability shoblkelset higher to
ensure the broadcast coverage. After receivindRiREQ, the relay nodes calculate the forwarding abdhy by the

following Formula 2.
D

_ o
P =RAND(0,e ™) @

In the formula, R is the forwarding probability of node PL and De are as previously described. As we can see, the
more neighbors of the node, the smaller the nddeigarding probability; the less neighbors of tloela, the larger the
node’s forwarding probability.

Timersand probability update
If the node received repeated RREQ forwarded bgratbdes before the initialized timer expired, vahsbows other
nodes have forwarded this RREQ, the node needeatingdimer parameters and forwarding probabilityreducing
broadcast redundancy. Timer update is shown asHardn
=T x
Tr =T X Ng 3)

In the formula,Tk+l is the next waiting time of the timel'\,IR is the repeated RREQ number the node receivdtkin t
previous waiting time. As we can see, the timedatng time is related with the repeated RREQ nuntiee node
received, the more number of received repeatedapsdke longer waiting time.

Updating algorithm of forwarding probability is sk in Formula 4.

R

P, =X
k+1 NR

(4)

Fen is the forwarding probability after updatingFTk is the forwarding probability before updatin[g\l,R is the
number of the repeated packets received in theiqueuimer’'s time. Seen, the more repeated padketsnode
received, the smaller which forwarding probability.

In a larger node density network, the number of bemadcast packets may be large, to prevent tivaérindefinitely

problems, we'll set two parameters, one is the emmeounter (Timer Counter, TC), and the othehe number of
overtime threshold (Waiting Threshold, Wth). TCdise measure the times of the node reaches the tkth used to
limit the maximum value of the timeout counter. WWhiee timer times out expires, the timeout courdgaches timeouts
threshold, the node will cancel the timer. Wth imanual preset parameters based on the denslktg oetwork. In the

Figure 1.DBA algorithm broadcast forwarding
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For example, the network distribution shown in Fégl, the source node S will find the route todestination node D,
it sends a broadcast RREQ, the hop neighbor ng@¢34 and R1 received the first RREQ packet aad they start

running DBA algorithm. First, each node initializbe timer and get a random forwarding d(-ell—'ay If the node R1
timer expires first, then the node R1 forwardsitheket based on the initialization probability tis point node 2 and
node 4 receive the repeat RREQ R1 forwarded, tte A@and node R2 receive this first RREQ. Nodexdaexecute
DBA algorithm again to update timer and forwardhability, because of receiving the repeated packatstimer of

node 2 and node 4 will be extended, the forwargidpability will be reduced. Node 5, 6 and nodefiR2 received

forwarded RREQ from R1, initializing the timer afadwarding probability. Similarly, if node R2’ tinneexpires first,

it will of forward the broadcast with the initiaéd probability. Finally, the network formed the t®@from the source
node to the destination node is S-> R1-> R2-> Prafinning DBA algorithm.

Network division
If the node density is low, the network may betdmdicause of the dispersed nodes and the mobikesnadhich is a

Figure 2. Network division

As shown in Figure 2, node S initiates a routeddenD, but since the network split at the nodeotienl has no relay
node, causing the routing lookup failure. To sahie problem, in DBA algorithm, when there is ntayeof node 1, the
RREQ will be extended a waiting time in the caclgenbde 1 to prevent RREQ expired. Once node 1 bz o
neighbors as relay, the node will forward this RREith one hundred percent probability.

Simulation Analysis

This section describes the simulation of the DBgoathm, and compares with other broadcast supjoresfgorithms
to verify the performance of the algorithm. Routprgtocol AODV is one of the classic routing praitscin MANET.
Given the breadth of its application and researehwill verify the performance of DBA algorithm son AODV,
and compares with the HPC algorithm in Referen@. [The two algorithms combining with AODV protocate
called AODV-DBA and AODV-HPC.

Choosing Qualnet simulation platform, each datatpwill simulate 20 times for averages. To verifi talgorithm’
performance fairly, we will set the simulation paters as Reference [12], specific settings showvilrable 2.

Table 2 Simulation parameters

Numble Parameter Parameter values
1 Simulation Platform Qualnet
2 Communication distance 300
3 Physical channel bandwidth 2Mbit
4 Network Range 1000*1000m2
5 Mobile speed 20m/s
6 Nodes 30--200
7 Connections 1--40
8 Application layer CBR

In the simulation we will investigate the followirigyo indicators mainly to investigate the performamf broadcast
algorithms:

RREQ conflict number: is the number of sendingefdibroadcast in the network due to collisions. Tiscator can

verify delay mechanism of DBA algorithm. Good broast algorithm should be able to avoid a collidigrrandom
delay, to improve the success rate of the broadcast
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RREQ replay number: Indicates the number of nodpsat broadcast in the network. This indicatorfiesriaccuracy
of the DBA probability algorithm. Good broadcag@ithm should be able to reduce the radio broadedsindancy
in the premise of ensuring coverage, to save chaeseurces.

To verify the performance of the algorithm, settwp scenarios for protocol emulation.
Scene One: simulation of different node densitieshis scenario, in the range of 1000 * 100) network nodes

increased from 30 to 200, Node maximum speed isg reetting 20 pairs of CBR stream in the apghcefayer, flow
rate of 8 packets per second. The simulation resale shown in Figures 3 and 4.
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Figure 3. Comparison of RREQ broadcast conflictsin different densities

Figure 3 is a different node density networks RRi®@flict comparison chart. We can see, when theitleaf nodes
increases, the number of the RREQ broadcast conflithree protocols have increased. The DBA protaelay
algorithm can effectively reduce the probabilityaofjacent nodes send a broadcast at the sameatichsjgnificantly
reduce the number of broadcast conflicts. Refertangigure 3, AODV-DBA reduced about 45% broadcastflict

than AODV, reduced about 25% conflict than AODV-HPC
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Figure 4. Comparison of broadcast RREQ in different densities

Figure 4 is a comparison chart of RREQ sent undfarent node densities in the network. Broadcasundancy is
one of important symbols of algorithm performantiee smaller the broadcast redundancy shows therbett
performance of the algorithm.
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Seen from Figure 4, as the density of nodes inesake number of broadcast transmission in théopod are
increased, AODV has the maximum number of broadcaissmission in the network because of no broddoensrol,
AODV-HPC algorithm is slightly better than AODV, AT¥-DBA has the fewest number of broadcast, broadcent
by AODV-DBA 35% are less than AODV and AODV-HPC 1p65% and 35%.

Scene 2: Simulation of different network loads. eene simulates the protocol’'s performance und@rent
network traffic load, adjusting the network loaddhanging the number of CBR streams connectiotigiapplication
layer. There are 150 nodes in the network areacsowde and the destination node of the applicdsiger CBR are
randomly selected, CBR connections change from4Dto

The simulation results are shown in Figures 5 and 6
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Figure 5. Comparison of broadcast conflictsunder different connections

Figure 5 is the comparison chart of networks braaticonflict under different connections Visibléthathe increase in
the number of connections, network load increaenumbers of conflicts in different broadcastomrgtocols also
increased. However, the conflicts number of DBAoallpm significantly was less than the other twepexially when
the network load was high, the number of conflielduced up to 18% than HPC algorithm. Which is beeahe
random delay algorithm effectively reduced the totsf causing by the adjacent nodes sending bratsicaccurate
probabilistic algorithm also reduced the numbebrafadcast forwarding, but also reduces the proibabii conflict.
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Figure 6. Comparison of broadcasts under different connections
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Figure 6 shows broadcasts transmitted in the n&twoder different connections. With the increaseetfvork load,
the number of RREQ sent across the network incdesigmificantly, but the broadcast redundancy ofDAGHPC

protocol and AODV-DBA protocol are lower than AODWherein the broadcast inhibition of DBA algorittsnthe

most effective, the optimal number of broadcastdnaission in the network is reduced by about 208 number of
broadcast sent in the network reduced approxim&@%¥y Under optimal circumstances.

CONCLUSION

Studying broadcast suppression algorithm is importar on-demand routing protocols. This paper @nés a new
broadcast suppression algorithm based on neightgred---- DBA algorithm, which uses the neighbogrde to
initialize forwarding delay and probability, and dgies the sent delay and probability using theivederepeat
broadcasts, in order to avoid conflicts and redbo@adcast redundancy. Simulating the algorithm aral@et
simulation platform, the results show that the D8l§orithm based on AODV-DBA protocol has signifidgriess
broadcast conflicts and lower redundancy than opnetocols, when the network load is high densiig a larger
advantage is particularly evident. The advantagaiticularly evident when the network densityighier and load is
larger.

DBA algorithm is fully distributed computing withbtaking up extra channel resources, no modifyiaig dormats of
routing protocol, and loosely coupled with routipgotocol allows the protocol’s application morexftde. The
algorithm with good performance, has broad appiiitgb
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