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ABSTRACT 
 
When logistics services integrator integrates functional logistics service vendors, the determination of the number is 
critical. Considering the reliability of vendors, the paper formulates an integer non-linear programming model to 
solve the vendor selection problem. The objective function is to minimize the total cost. The constraint functions are 
to maximize the reliability and choose the appropriate vendors. The reliability of logistics service supply chain is 
studied. This paper constructs a combination algorithm based on sequential quadratic programming and branch 
and bound method. It can meet both non-linear programming and integer programming. By numerical simulation, 
the optimal solution and near optimal solution are given. The results show the suitable numbers of each kind of 
functional logistics service vendors, the minimum cost and the maximum reliability of logistics services supply 
chain. 
 
Keywords: Combination algorithm, sequential quadratic programming, branch and bound, integer non-linear 
programming, functional logistics service vendors 
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INTRODUCTION 
 
In the process of building the logistics service supply chain, logistics services integrator is predominant. To ensure 
high reliability of logistics service supply chain, the integrator integrates multiple functional logistics service 
vendors. But increase the quantity blindly will bring great cost. Therefore, how to reduce the cost of seeking 
logistics service vendors is the key to the logistics service supply chain operation. At present, techniques about 
vendors selection are focused on the linear weighting method [1-4], cost method [5, 6], mathematical programming 
method [7-9] and combination method [10, 11], etc. Generally speaking, the nonlinear programming problem is 
much more difficult than the linear. It requires the variable must be an integer. Many existing methods are restricted. 
There is no general algorithm suitable for the problem and each method has its own specific scope [12]. Literature 
[13] presents a non-zero integer non-linear goal programming model that minimizes the number of maintenance 
workforce while maximizing their productivity. The branch and bound technique is more successful computationally 
than the cutting-plane technique or the implicit enumeration technique [14].  This paper proposes a combination 
algorithm based on improved sequential quadratic programming and branch and bound method.  
 
2. Model description  
The subject of this study is functional logistics service vendors which provide logistics services for logistics services 
integrator. They are integrated by logistics services integrator in building logistics network. The functional logistics 
service vendors mainly include transportation service vendors (TSV), storage service vendors (SSV), distribution 
service vendors (DSV) and other service vendors (OSV). The minimum reliability of logistics service supply chain 

is given. Those notations are used for the proposed model: ix  is the number of the chosen functional logistics 

service vendors of category i, ],...2,1[ ni ∈ . )0(R  is the minimum reliability of logistics service supply chain. R  
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is the reliability of logistics service supply chain. iR  is the reliability of functional logistics service vendors of 

category i. ic  is the cost of functional logistics service vendors of category i.  

The objective function is cost function i

n

i
i xc ⋅∑

=1

. The reliability R must be greater than the minimum. All kinds of 

logistics service vendors must be chosen at least one.  
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1≥ix ,  ix  is an integer, ],...2,1[ ni ∈  .                                                                                                                    (4) 

 
The model is an integer non-linear programming problem. Murty proved that the non-linear programming problem 
is NP-hard problem [15]. There is no equality constraint in the original problem. It can be summarized as the 
following: 

 
Min f(x)                                                                                                                                                                          (5) 

 

.t.s  Iixg i ∈≤ ,0)( .                                                                                                                                           (6) 

 
3. Combination algorithm 
Sequential quadratic programming (SQP). Define active set as }0)(:{)( =∈= xgIixI i . If constrained 

index set is known as )()( xIJxA ∪= , J  is the index set of equality constraint [16]. The approximate actively 

set is },0))(,()(:{);( ≥+= xxxxA λερε igi  here ε  is a non-negative parameter, ),()(,( λxxx Φ=λρ , 
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Then optimization problem with inequality constraints can be turned into pure equality constraint optimization 
problem. 

 
Min f(x)                                                                                                                                                                          (7) 

 
.t.s  0=)(xg                                                                                                                                                             (8) 

 

Here, Jnn RRRRf →→ :,: g  is continuously differentiable. 

 
The minimum point of the above problem is optimum solution of Eqs. (5) and (6). 
 

The Lagrange function of the above problem is )()()( xgλxλx,L Tf −= . The gradient matrix of constraint 

function g  is )),(),(()( 21 Lxxxg gg ∇∇=∇ , here Jacobi matrix is T)()( xgxB ∇= .  
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For iteration point ( kk
λ,x ), programming (7) and (8) are approximate to the following quadratic programming 

problem. 
 

ddHd

TkkkT f )()(
2

1
Min

d
xλx ∇+,                                                                                                                     (9) 

 

0=+ )()(.t.s kk xgx dB                                                                                                                                (10) 

 

The Newton direction Tkk
x

k ),( λppp =  meets the following equation: 
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The Newton direction Tkk
x

k ),( λppp =  meets the following 

 

0≤−=∇ ),(2),()( kkkkTk PP λxλxp .                                                                                                            (13) 

 

Therefore, kp  is a non increase direction of function ),( λxP  in the point ),( kk
λx . 

 
Summarize the specific algorithm process. 
 

Step 1: Initialization Select the initial point ),( 00
λx , allowable error 0>τ , )1,0(∈β , 2>δ , 1>η , 

0>ρ , 0>γ , 0=k . Step 2: Test the convergence Calculate )( kk ff x∇=∇ , ),( kk
k λxHH = , 

)( kk xgg =  and )( k
k xBB = . If τ≤),( kkP λx , the approximate KKT point ),( kk

λx  of Eqs. (7) and (8) 

can be got. Then, the algorithm stops. Otherwise, turn to step 3. Step 3: Calculate the main search direction 

Calculate the descent direction By solving (9) and (10), we get k
0d  and *

λ . Calculate the feasible direction 
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Here T

Ake )1,...,1(= , we can get k
1d . Calculate the feasible descent direction k

*d . 
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Here, kk
x *dp = , k*

λλp −=k
λ , 1=α .Step 4: Choose the step size If 

),()1(),( kkkkk
x

k PP λxpλpx βααα λ −≤++ , αα =k , turn to step 5. Otherwise, αηα →/ , turn to 

step4. Step 5: Correction the iteration point k
xk

kk pxx α+=+1 , k
k

kk
λα pλλ +=+1 , kk →+1 , turn to 

step 2. End. 
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Branch and bound (BNB). Branch and bound is an effective method for solving integer programming problems 

[17]. nRAD ⊂⊂  is non-empty  feasible region. A is an open set. RAf →: . If nR⊂Ω , subject 

{ }IiM i ∈=Μ  is a part of Ω . i
Ii
M

∈
= UΩ . For Iji ∈∀ , , ji ≠ , jiji MMMM ∂∩∂=∩ . Here, 

iM∂  is the relative boundary of iM . The specific algorithm is: 

 
Step 1: Initialization Define a relaxation set DM ⊃0 . For each iM , Ii ∈ , its objective function’s lower bound 

in DM i ∩  is )( iMβ  and upper bound is )( iMα . The feasible point set DMS ⊂)( 0 . { }0M=
0

Μ , 

)( 00 Mββ = , { }+∞= )),((min 00 MSfα . If +∞<0α , ))((minarg 0
0 MSf∈x , k=1. Step 2: Test 

the convergence For 0M  and 1k-M Μ∈ , the feasible point set DMMS ∩⊂)( . )(min
1
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Μ∈− = . If 0- 11 =−− kk βα , the point Dk ∈−1x  fitted with 1

1)( −
− = k

kf αx  is the optimal 

solution of Eqs. (5) and (6), and the algorithm stops. Otherwise, turn to step 3. Step 3: Branch Define 

{ }11 )( −<∈= kk-k MMQ αβΜ . Select a non-null family of set kk QT ⊂  and construct each subdivision of 

kT . All subdivision sets are recorded as +kT . Step 4: Lower bound For each +⊂ kTM , if M is infeasible, 

+∞=)(Mβ . If M is feasible, )(inf)( DMfM ∩≤β . If M is uncertain, )(inf)( MfM ≤β . Here, 

1k-M Μ∈′∀ , when +∈⊃′ kTMM , )()( MM ′≥ ββ . Step 5: Upper bound Define 

{ }1)( −
++ <∈= kkk MTM αβΜ . For any +∈ kM Μ, confirm feasible point set DMMS ∩⊆)( . Here, 

1k-M Μ∈′∀ , when +∈⊃′ kMM Μ, )()( MSMMS ′∩⊇ . { }+∞= )),((min)( MSfMα . Step 6: 

Confirm unknown subdivision sets Define +∪= kkkk TQ ΜΜ )\(  and calculate 

{ }kk MM Μ∈= )(min αα , { }kk MM Μ∈= )(min ββ . If +∞<kα , choose Dk ∈x  fitted with 

k
kf α=)(x , kk →+1 . Turn to step 2. End. 

 
Combination algorithm 
For the convenience of description, record the integer non-linear programming problem (5) and (6) as A, and the 
corresponding relaxation non-linear programming problem as B. 
 
Step 1: Use the sequence quadratic programming method to solve B. If there is no feasible solution for B, stop 
calculating. If there is an optimal solution for B that conforms to the integer condition of problem A, stop calculating. 
If there is an optimal solution for B that doesn’t conform to the integer condition of problem A, record its objective 

function value as )(xf . Step 2: Find out an integer feasible solution of A.  1=jx , nj ,...,2,1= . Record the 

objective function value as )(xf .  Define )(* xf  as the optimal value, then )()()( * xxx fff ≤≤ . Step 3: 

Choose a random variable jx  from the optimal solution of B, which doesn’t conform to the integer condition. 

jj ax = . Construct two constraints, ][ jj ax ≤  and 1][ +≥ jj ax . Then two subsequent planning problem B1 

and B2 can be got. Regardless of the integer constraints, solve the B1 and B2 by SQP method respectively. Step 4: 
Consider each subsequent subproblem as a branch and indicate the solving results. Comparing with other solution, 

define the minimum optimal objective function value as a new lower bound )(xf . Find out the minimum objective 

function value from each branch which is fitted with the integer condition, and define it as a new upper bound 

)(xf . If the solution doesn’t meet the requirements for the integer, keep the original upper bound values. Step 5: 

If there is a branch greater than )(xf  in all branches optimal objective functions, cut off the branch without 

considering any longer. If there is a branch less than )(xf  and not fitted with the integer condition, repeat the step 

3, until )()(* xx ff = . End. 
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4. Numerical example 
The logistics service supply chains are composed of functional logistics service vendors, logistics services integrator 
and logistics services user. Here functional logistics service vendors include TSV, SSV, DSV and OSV. All 
members provide independent logistics services. 
 
The reliability and cost indicators of same type functional logistics service vendors are shown in table 1. For each 
type, the reliability and cost indicators of different vendors are same. 
 
The minimum reliability of logistics service supply chain is 0.85. In order to minimize the total cost of logistics 
service supply chain, it needs to determine the number of all kinds of logistics service vendors.  
 

Using Matlab7.0 programming, initial feasible solution is given. Here, 11 =x , 12 =x , 13 =x , 14 =x . By SQP 

algorithm, we get the optimal solution without considering the integer constraints. Then, 1.58151 =x , 

1.7721 2 =x , 7154.13 =x , 1.4610 4 =x . The iterations are 18. The function counts are 122. Then branch, 

bound and prune. Add constraint conditions after each branch and calculate by SQP algorithm. Repeat the process 

until it gets the integer optimal solution. 21 =x , 22 =x , 33 =x , 14 =x . 6620)( =xf . The reliability of the 

logistics service supply chain is 0.809.  The cycles are 164. 
 

Tab.1 The related indicators of functional logistics service vendors 
 

Types Reliability Cost 
TSV 0.845 850 
SSV 0.783 900 
DSV 0.827 750 
OSV 0.874 870 

 
Tab.2 The optimal and near optimal solution 

 
x1 x2 x3 x4 f R note 
2 2 3 1 6620 0.809 optimal 
3 2 2 1 6720 0.805 near optimal 
2 2 2 2 6740 0.888 near optimal 
2 3 2 1 6770 0.819 near optimal 

 
To maintain the reliability, the logistics services integrator will choose 2 transportation service vendors, 2 storage 
service vendors, 3 distribution service vendors and 1 other service vendor. It is the optimal solution. Table 2 gives 
part of other near optimal solutions. 
 

CONCLUSION 
 
This study used an integer non-linear programming model in solving functional logistics service vendors selection 
problem. The paper built a combination algorithm based on improved sequential quadratic programming and branch 
and bound method. By numerical simulation, the paper got the following results: the optimal number of 
transportation service vendors was 2, the optimal number of storage service vendors is 2, the optimal number of 
distribution service vendors is 3, and the optimal number of other service vendors is 1. The minimum cost of 
logistics service supply chain was 6620 and the reliability was 0.809.The further study of the current work can be 
focus on increasing the objectives and constraints to make the model more robust. For example, detail the cost of 
vendors, especially the coordination cost. With the complication of the problem, it will produce more branches. 
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