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ABSTRACT

The key of case-based reasoning process (CBR) is the case retrieval. With the increase of the number of cases, the
efficiency of the case retrieval decreases. In order to ensure efficiency and stability of the CBR system, related
clustering algorithms are introduced to make effective classification and improve the efficiency of the case retrieval.
Results of many clustering algorithms are affected by selection of initial values. For example, different results of
classification may be produced with the same case library. Therefore, it is probable that the most similar cases cannot
be retrieved and the optimal number of case categories cannot be determined in common clustering algorithms. A case
retrieval algorithm based on correlation analysisis proposed according to the process of case-based reasoning. In the
algorithm, the gray correlation analysis is adopted to classify cases stored in the case library of the CBR system, and
the method oft-distribution in mathematical statistics is adopted for determining the optimal number of case
categories. Then, corresponding algorithms for case classification and retrievals are designed. Finally, comparison
experiments are made to verify the stability and effectiveness of the algorithm. Theoretical analysis and experimental
results show that with the number of cases in the case library, the algorithm has better stability and efficiency
compared with classic algorithms. The model of the algorithm has some practical value.
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INTRODUCTION

Case-based reasoning is a branch of artificiallipéance, it is a way that deal with the problenexlity based on past
actual experience. The case is a description gdrthielem in the application field, which composédthwwo parts.Itis
the state and corresponding solution of the probbestually, it is a mapping that from a state spacthe solution
space[1]. Current problems or conditions facedsgne called target cases, and the problem otisituaf memory is
calledthe source case,case-based reasoning ditaimemory of the source case by prompting of tigetacase, the
target solving cases by the strategy for source tagguide, which overcomes the shortcomings trzatittonal
Rule-Based Reasoning (RBR) system is difficult bdain the knowledge and reasoning. Case-basedniegsbas
been widely used in industrial manufacturing, laidssumedicaldiagnostics, and Q&A application syséeand other
fields. And it hasachieved good results [2],casgedareasoning contains several typical processglyarnase
retrieval, case correction, case reuse and casermpegion [3]. Over the whole case retrieval ieg link in the process
of case-based reasoning , the case retrievaleffigiwill continue to decline with the increasétaf number cases,the
phenomenon is also known as swamp phenomenon.fidwecan organize the case base effectively, wherease
the cases, it not reduce retrieval efficiency iseceetrieval period, which is important indicatétGBR systems for
evaluate the effectiveness. HuanTong Geng(2005)gsex a clustering algorithm that is applied todhse base,
Feng Zheng proposeda clustering algorithm based-bteans that is applied to maintenance for the tese, the
efficiency of retrieval is improved greatly[4].Clggheng Liu,etc(2010) proposed a feature weightinggans
clustering algorithm (WF-C-means) and the indekresated by clustering scheme in the process of geval,
since C-means clustering algorithm to adjust thégkte of all attributes are included in the defuonit of the
difference , so the retrieval and new cases hdentaimilar cases the differences become very tbgeand precise,
QIAO Li (2011)put forward an improved K-Means clshg algorithm, it is a good solution to the notseised by
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poly type of error, clustering algorithms have béenoduced into the case retrieval,which greathpioves the
efficiency of case retrieval[5][6][7]. However, Theost of the clustering algorithm are globular tduglustering that
effect on chosen of random initial value,the indgstemit selectionfor clustering initial value widtsult in that there is
a big difference on clustering, so that the acourd@ase retrieval are subject to effect gre&lustering algorithm
used without an optimal number of categories, Withincreased number of cases, classification bedag it will
affect the efficiency of the algorithm,; classifiicat is too small, since each class contain too ntasgs, it will also
affect the retrieval efficiency. In order to makema rational and correct classification, a newsifacsation algorithms
isproposed,the mathematicalcorrelation methodsitaogiuced for algorithm to classification and mtdl for case,
finally, the application example is designed tafyahe effectiveness of the algorithm. Experiméngsults show that
the new algorithm outperforms the traditional mtal algorithm,which has been improved greatly etrigval
efficiency and speed.

CASE-BASED REASONING PRINCIPLESAND TRADITIONS CASE RETRIEVAL ALGORITHM
Case-based reasoning principle is shown in Fig.1:
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Fig.1. Theworking principle of case-based reasoning
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Fig.1 shows over the whole working process of dzs®ed reasoning, case retrieval is a critical istepis process,
when there are fewer cases in case base, accdadthg similarity threshold,the success rate isciowelatively for
retrieval of similar cases with the passage of mmnime for the system, through case studiesctse retrieval
success rate is increased gradually. Traditionalpeoative case similarity algorithm is as follows:

1) Tversky contrast matching function
_ (A"n AY) ®
nk —
(A" O A) = (A" n AY)

Equation (1) is a probability model based on mstAtand A is an example of n, k attributes Worksy flepresents
the similarity of sample between n and k. This HEntly law is appliedto the application that proeis
binary.Improved matching method Tversky follow as:

Zm: w(n,i)w(k,iV, )
Snk = m = m
Z (w(n,i))ZZ (w(k,i))*

Equation (2) is an improved definition of the sianity matching Tversky. Wherein , w (n, i), w (§,denote the
weights of i-th attribute come to sample n, K; Vepresent similarity of the i-th attributebetwaeand k sample; m
represent the number of all attributes about exampdnd k; & representsimilarity of example. Improved Tversky
algorithm considers the different weights for eattibute of two example,so that can use this ntktiooget the
similarity for same set of example attributes. Boo examples with the different set of attributem,example that
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contain two sample sets is created ,the k of exaimgs i-attributes, but n of example has not, tthenw (n, i) is set to
0, the n of example has i-attributes, but k of epleninas not, then, the w (k, i) is set to 0. Sodineilarity can be
obtained between sample n and k.

2) Nearest neighbor algorithm (k-NN)

Sim({,Y)=1-D ist® ,Y )= 1- /Y. W,D?(X,.Y,) ®)

The main case retrieval methods contain Classifinahet models, templatessearch, nearest neighdancts
inductive retrieval, retrieval based on deep knolgts neural network search,fuzzy retrieval and hoseg retrieval.
When carry case retrieval, the main consider tHeviing:

(1) Effectiveness: The case that it is retrieved shbalkslthe value;

(2) Accuracy: The case of retrieval should be relatsimilar possibly with the current case;

(3) Easy adjustability: Retrieved case should make ¢asydjust, it is easy to produce solution of therent
problem;

(4) High speed:The retrieval time of Case is shorterfaster. There is an improving method, it basethemearest
neighbor search method, the search method imphaveetrieval speed greatly.

THISCASE RETRIEVAL ALGORITHM
A. Case similarity matrix calculation
First, The cases of case base are classified rtertuthere is a hypothesis that case base hawseas , each case is

represented as; XL <i < n), X = (a, @, a3 -.--.. &n), am for the first i cases the m-th attributes. N casms be
expressed as the following matrix:
a11 LRCINY airn (4)
X;=| + - ,(l<isnl<j<m)

8y A

N of these cases were pairwise correlation analifss-th and the j cases related cases exprassgdhe correlation
calculation which case the following steps:

(1) Calculate the case 1 and the remaining n-letadion cases, completed in five steps , the diteyp is to sequence
each case attributg &l <i<n, 1<j<m) divided by a (1<i <n), as follows:

81/ T
& ap (5)
X . .
X = 3 = . |,@=ign)

1

& ... B

Yos T T

The difference sequence is calculated in the sestaplas follows:

: : (6)
0i(d) = [xy(d) = X, ()], d s m,1<i<n)

The minimum and maximum values are obtained irttind step, calculated as follows:

M =maxmax,, f )m= minmin, ¢ (7)
i j I J

,(1<i<n,l<j<m,l<d<m)
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The correlation coefficient is calculated for tlmstfcases and the rest of casesin the fourthastdpllows:
ry(d) = <M
u 0,(d) + &M
,(00¢&01),(1<i<n),(1sd<m)

(8)

Equation (8),set tlie 0.5 , the correlation of the first case and & is calculated in the fifth step , the weight of

attributes to be considered in the calculationaofelation, So the case attribute weigh§g13d<m)is setted, equation
as follows:

3 9
N :lzrﬂ(d)Ebd,(lsisn,]stm) ©
M=

(2) Calculation the relevance of the cases 2 tetwéen with the rest of n-1

Repeat the above steps, respectively, calculatedirelation operation for the second case betvileemest of the
n-1.Until get a n matrix by the correlation operdtw the last case with the rest, it reflects¢berelation scenario of
case, jrepresent correlation for the first i and the jesaghen, n cases resulting correlation matrixolsvs:

I"11 I"12 rZh

N, I, =TI 10
=™ 2 aicnas<n) v

_rnl rn2 rm_

In order to improve the retrieval speed and efficie we can classify matrix (10), the proposedsifesition method
described in the next section.

B. Case Classification

Case classification is carried out over a corretatialculated based on correlation matfix m cases can be divided
into a number of categories up to n categories.ehgraach case as a class in the case-base ; tiaum of case is
one class , that all cases is a category, setutmber of cases classified as clagsl@en 1< G < n; case-base for case
classification,in certain circumstances, the tatahber of cases , the optimal number of categoaese found in a
comparison of the similarity threshold h, cases banclassified as a case base comparison refensaioes.
According to statistical t-test, we get the follogyiformula:

h (11)
tyos(df ) = —

h

In Equation (11), the value 0.05 gh4df) means that the probability of the t-test , vehdf represents the attribute
diversity , h represents correlation threshold isShe standard error of the correlation coeffitiethe formula is as
follows:

N (12)
5= 0 M)

Equation (12) where m is the number of attributeshe cases, the correlation threshold h can bairaat by the
formula (11) and (12) as follows:

1 (13)
m-"to.osz (df ) -2

h=t,(df )*
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Equation (13), In accordance with t-test, df=m-BeTn is the number of attributes in the cases. Wihcorrelation
threshold , the correlation matrix based grtaking the maximum value from equation (10).Rmax (), Judging
Rmah is established , if success , then the i-th watbethe j-th case is classified as a class in4&s® , the class will
be classified as a new case ,and usglXi<n) represent, where n represents the total nunfloases , and calculating
the scenario averaging for the corresponding atiilof the i-th and j-th case .The attribute qfiX obtained to
expressas follows :

1 1 1
><ij = (5 (5%1 +a,-1),—2(f%z +aj 2)" o ,—2(% +ajm))

The merged Xis added to the remaining n-2 cases, repeatinguiar(®) to (9), the similarity of case;etween case
n-2 can be obtained, sothe similarity matrix of arder is obtained as follows:

(14)

rll r12 rl(r—l)
Lor, e (19
pal 2 20-1 . . '
n= o 2 Y | @=isn-1kjsn-1
_r(n—l)l r(n—1)2 ) rh—l)(]—l)_

Also in equation (15) in the calculated Rmax(f), And determin R.2>h is established, if established, then the case
i and j is classified as a class, repeating thenfa (14) to (15) steps until the similarity matoktained from the
maximum likelihood value does not meegt,Rh, then the classification ends.

C. Case Retrieval

After classification for case of the case-base, dase is classified storage, and the corresponididexes are
established.Each of which must be calculated fraasa on behalf of casg(A<i<Kk), k is the case that stored in the
case-base total number of categories, Assumingeaantain the number gfin the case-base, the case on behalf of
the class isrepresenteg Ais expressed as follows:

n n; N 16
A=(E /.S a)n (X a,)n) oo

The case of Arepresents a certain category of cases contaihengttributes of all the representatives afterayiag
properties in Equation (16). When the system det@oew caseglaccording to the new property value of the cage X
which the correlation for two cases is calculatbd,formula is as follows:

5 sy (ZXEY)

_ m (17)

{Z 2 (Zx) sz (Zy)}

¥xy represent the corresponding property multipfied summation for two cases in Equation (EXfrepresents a
single attribute squared and summation for one,aasezpresents the number of m attributes for e ¢ases.
Corresponding case retrieval process as shown below

X

Rmax I'max
New case % '

Fig.2. The process of caseretrieval
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In Fig.2the formula(17) is used to the similaritglaulation for the new casejbetween cases of classification
case-base, the greatest similaritya/ds obtained ,the result of retrieval contain a gatg from cases Xo X,,then,
the new case computing the similarity of the mawsilar cases to get the finalX

EXPERIMENTAL RESULTSAND ANALYSIS

A. Algorithm effectiveness and stability test

In order to verify the stability and effectiveneasfsthe algorithm, to obtain the data of land evabrainformation
system from the land evaluation database as tlzestatrce, C #. NET as a development tool, SQL SEHRDS is
used to design database. "Land Evaluation Infooma8lystem" is used for the experimental platform .

The 100data of land index information are extradtech the database, 25 as a group, and the 108 easesetted
number from Xo; to Xy, batches input system.As the original case-baase @ase on automatic classification
algorithm, and then randomly select the databas® tthe evaluation of a new case for case retrimath case
contains the relevant information of one plots ar@tommendations contained species and fertilization
recommendations.The experiment plots containfoap@ities, for example, organic matter, total nimogavailable
phosphorus and available potassium, as shown iie Tab

TABLE1 CASE INFORMATION SHEET

W Organic matter TN Phosphorus Effective potassium
NUMDSY (g/kg) (g/kg) (mg/kg) (mg/kg)

X1 19.35 13 8.32 67.33

Xz 15.86 0.6 10.89 76.67

X3 22.22 16 15.15 80.92

Xa 14.12 0.99 16.78 59.09

Xs 16.56 1.56 12.33 68.89

Xe 20.25 1.35 4.78 72.33

X7 13.28 0.56 5.89 92.67

Xsg 10.55 1.25 8.56 105.73

Before the experiment, they cases calculated by hand is most similar and r@sse<in 100 cases. AngXcase is
entranced into the database as the first group, redigeval for enter batches, the k of k-meansrétlym were taken
5,8,12 and 16.In addition to the proposed algorittina classification value of other clustering aithjon are taken 0.8,
the search results ofthe algorithm and K-meangitigo as shown in Table 2:

TABLE 2ALGORITHM AND K-MEANSALGORITHM RETRIEVESCONTRAST

BaFch Number of cases k-means This algorithm search results
experiments Search Results
1 25 Xorz Xozz
2 50 Xo1z Xozz
3 75 Xoze Xozz
4 100 Xo6z Xoz

We can be drawn from Table II, with the increasewiber cases in the case-base, the case thaiésed by this
algorithm are most similar with the algorithm.Are tcase that retrieved by k-means algorithm apgdeacensistent
with the increase of number cases, through therasinthis algorithm is stable and correct.

B. The efficiency comparison of algorithm retrieval

In order to verify the efficiency of the algorithitiere is a comparison to the K-means algorithmiakée weights
KNN algorithm and this algorithm. The thresholdather classification algorithms are set 0.8, thHereo similar
threshold to comparison, only the most similar Gsthe search results. The similarity comparigdawo cases adopt
to euclidean distance as the result of calculatmmtrasting results as shown in Table3:

TABLE 3BATCH INPUT CASE RETRIEVAL ALGORITHM EFFICIENCY COMPARISON

Input Input Input Input
25Case 50Case 75Case 100Case
K-means algorithm Similarity values 0.9968 0.9968 .9507 0.9876
K-means algorithm Retrieval time (S) 0.0356  0.0462.0533 0.0698
Variable weights KNN algorithm Similarity values 9865 0.9865  0.9865 0.9865
Variable weights KNN algorithm Retrieval time (S) .0832 0.0398  0.0469 0.0503
This algorithm is similar Value 0.9998 0.9998 (@99 0.9998
Retrieval algorithm Time (S) 0.0358 0.0369 0.0395 .0401

Retrieval algorithm
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The result can be shown from Table 3, The propafgatithm is more stable and efficient with thergase of number
cases. The efficient of algorithm has not decreagguficantly, As shown in Fig.3:
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0 This algorithm
Enter Enter Enter Enter Sgarches search
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Case base number of cases

Fig.3. retrieval efficiency of algorithm comparison
CONCLUSION

This paper presents a case retrieval based onawreanalysis algorithm, using correlation aniydgorithms for
classifying case of case-base and designing speatéssification and retrieval procedures.The firste search is
executed in typical cases of one classified toeetrone cluster of most similar case, in whichtmetieval step for
final outcome will be done in last cluste. The expents show that, this algorithm is stable anétieffit compared
with other traditional algorithm in the case retakwith the increase of the number cases. The hisdé practical
value. The algorithm requires further researchttierimplementation of large-scale data cases anddie-numeric
attributes applications. In order to further impeaent of the algorithm.
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