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ABSTRACT

Radar target trace estimation is an important application of Kalman filtering. This paper uses the CV model in
discrete Kalman filtering to simulate the trace of moving target in 3-D space. e generate the real trace under
orthogonal set, transform the observe trace under polar set to the orthogonal set, then apply it to Kalman filtering.
We analyze the performance using the mean error and deviation of the observation, prescreen and filtered trace, the
effects of original values and system parameters to Kalman filtering are also presented..
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INTRODUCTION

Kalman filter (KF) is proposed by the American selndCalman and Bucy as a linear, unbiased and minirmean
square error recursive filtering algorithm. It isnsidered the estimator and the statistic chanatiter of observed
guantity, according to the principle of minimumarunbiasedness and estimation in real time froennleasured
noise pollution observation to estimate the systtate variables. KF has two character[1-5]. Oneedl-time

recursion method, and the second is the stateblaria introduced for filtering theory. KF are mequired to save
the measurement data in the past, when new datmeasured, based on the new data and the valuaitithre

previous moment, a set of recursion formula carkveut the new valuation. It is suitable for statoy random
process, and it is also fit to non-stationary mandprocess. It has the strong adaptability to imglet the state
estimation and easy to use a computer to solve,ichvit suitable for real-time processing[6].

As the development of aerospace technology, raalardetect the target in the background noise atedfémence
path. It not only can measure the target positiow,nand can predict the future position. Due to theet

movement, this is a matter of time-varying statéx&tion. The kalman filter can be used to getlibst estimate. In
this paper, by using the CV model, the establishneéruniform motion in a straight line and uniforaircular

motion model, estimation of target flight positi@md the filtering results for this paper[7-10].

EXPERIMENTAL SECTION

The discrete kalman filter should follow conditidneslow:
(1) Information model

Xy = P X +G Uy 1)

N dimensional vectorxk stands for information,ukis for I' dimensional noise vector. Fo(rpk, which

means the system matrix or transfer matrix 48 Nmatrix, and CGuis NXT matrix.

(2)measurement model
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z, =H, X +w, (2)

Among them Zx is the observation vector with!! dimensionand Wi is observation noise wiffil dimension.

(1) apriori information

E{uk}zﬁk, Cov{uk,uj}sz LD, (3
E{w,}=w,. Cov{u,,u}=R 13, @)
Covfu,,w,}=0 (5)

Eq. (3) , Eqg. (4) , Eq. (5) separately show the influence noise and observatiise of message model . They are
gaussian white noise, and orthogonal to each other.

Change the coordinatéx, y, z)of rectangular coordinate system to the coordidte, o, ) as polar coordinate
system as :

R= [X2+y2+22

a =arctanfy /x) (6)
[ =arcsing /x> +y*+z%)

Then Change the coordinatéR, a, ) of polar coordinate system to the coordinates, y, z) as rectangular
coordinates system.

X = Rcosfcosa
y = RcosgBsina @)
z=Rsing

From the first two observation valug, and Z,, we can get the estimation of initiation vale :

. X, 1) x,(2)
%0=[X0) %O JO v,© 20 v.() z=%0| Z=|nE
z,(1) z,(2)
Then X(0)=%,(2). ¥(0)=Y,(2). 20)=2,(2)
(0= 2DZRD o) B@RD o) 22O N
T y T z T

As know the information model and the measuremeodeh the observation can be put into the follow@&ggiation
to do KF.

Xikr = PreaXc + Gyl (6)
Pk = P (R @1—1 +G, [Q, EGlI—l (7)
B :(PkTI}—l-*_ Hi RAH,)™ 8)
Ky = Pk|k—1[H|-<r(Hk EPkk—1EH|I +R)™ 9)
X, = )’Zk|k—1 +Ky [bzk - (Hk)A(k|k—1 +V—Vk)J (10)

This article use the average error and the medang on filtering performance analysis:
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N
average errer m, = %ZAR (13)
i1
, 2_ 13 2
mean variance Og° = NZ (AR —my) (14)
i=1

2.1 Producing target track and message model
(1) Uniform motion in a straight line flight tracig

X (K) =%, +V,KT
yT (k) = yO +VykT
z; (K) =z, + VKT
(2) Uniform circular motion tracking

X =%, +vcosfwk (T ~T,)}
Yr =Y +VSin{Wk(T _To)}

z=12,
This is the real track of target motion, the acfuacessing of the unknown, need to estimate. Rtenabove two

. . = +
kinds of motion track can generate message model PiX, + G U,

By the CV model we can get the parameters for 6 dimension CV model

K] 1T o000 [T 0o 0]
V, 01 00 O0DO
¥r (k) 001T 00O I)Tzo/zg L oo
X, =[T | o= G= Q=020 1 0| .0 is
v, 000100 o T 0 00 1
z, (k) 0000O0T1T 0 0 T%2
v, | 0 00001 | O o T

the variance of launch noise.

2.2 produce the observation model
In this article the observation vector is real kradter the observation noise under the polar doatd. So first by

using the real Eq.(11) to produce polar tragl%r Ek) ) I (k), 'BT(k)]’ , then get the polar radar target under

observation vectorF[%(k) ) a"(k) ) ’8°(k)]’by the following equations. The variances of ebation noise is

Oy O, 0.

R, (k) = Ry (k) + W (k) = Ry (k) + 0, Ve (K
a, (k) = ar (k) +w, (k) = a; (k) + g, [V, (k)

By (K) = Br (K) + wy(k) = Br (k) + 0, W, (K)

Get the observation vectors in the cartesian coatds by Eq.(12):)f°(k) ) yo(k) ; ZO(k) I

The observation model can be built 23 = H, [X, +wW,

x_(K) 10000 O
And Z, =|y,(K)[, H=|0 0 1 0 0 O
z, () 000010
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Because of the noise variance is in spherical éoatels, so need to turn to the right Angle cooridirsystem:
o; = 0;c08 Beos’ a +R?cos’ Bsin® ao; + R®sin® fcos’ ao;

X
o, = o;c0s Bsin’a + R? cos’ Bcos ao;; + R?sin® Bsin® ao
2
z

o; = ogsin’ f+R?cos’ o
o, =(0.5sin2r )gz codB-R* cosfo,;+R* sitpo
o,, = (05sin2B)(o; - R?0} )sina

o, =(0.5sin2B )z - R’0; )cos

After determining the initial vaIuePO of the filtering error covariance matrix and thatial value X0of the
filtering , the observation can be turned into kanfilter equation, and the target state estimateombe done.

RESULTSAND DISCUSSION

Target motion simulation in this paper is by themnates of target in the discrete sampling tirperation. The
movement of motor noise is through MATLAB which geates in the superposition of gauss distributibn o
multidimensional random Numbers on the trajectory.

The simulation of kalman filtering is done by sixngnsional CV model. The observation noise andothld noise
are assumed to unrelated white noise, so the valueariance is considered to be the filtering effiparameter to
do results analysis. The initial state and initialiance matrix as a recursive analysis of theainitalue is as a
parameter too. When finally get the estimated cwmiga of polar coordinates, we just take the distabetween
target and radar as dimension to do the analysis. r€sults of transient characteristics focus srcdnvergence
speed, steady state feature through the forecdms estimated error and variance calculated reispéctin the
comparison. In the process of using the monte aatfreriment method to obtain the mean, the use AFIMB
software in gaussian distribution function of t@dom number of superposing noise simulate N timeste carlo
experiments.

Uniform motion in a straight line:
The initial position of target x, y, 20 in three-dimensional space (4000, 1000 2000) .

The speed in the three directiot V, , V,, V,) is (100, 100, 0) .

The radar do observation to target every time &nd then estimate the next moment until continudservation
of 100 or 200 points. Using the monte carlo experits, repeat the observation of 50 times.

(1> The influence of initial value to convergence speed

At the moment of filtering begin, it should contadhe initiate value&oandl:’O to ensure the process. The initiate
value can be assumed or estimated by Eq(8).

Fig.1 and Fig.2 show the mean distance target®obassuming initiation and estimated initiation.

From the comparison of the two figures, we canteaewhen selecting initial value according to tive previous
observation, beginning in the filtering estimatiemor is very small, the transient error convergesgeed quickly;
When the arbitrary selection of initial value iretkarly stages have larger average error, errtmansient slower
convergence speed. This consistent with theoredicalysis, so in the process of the simulation Ehba selected
to estimate the initial value, then the value niilkering convergence as soon as possible.
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Mean error of target distance (estimate]

- Mean error of target distance (random)

i i i
1} 10 1] 0 40 = BT B0 90 100
system parameter (0. 1s/0.01g)

system paramete (0. 1s5/0.01g)
Fig.1distance errorsof estimated initiation Fig.2 distance errors of assuming initiation

(2) The influence of sampling interval T for preibo and filtering
Fig. (3) and Fig.(4) respectively show the averag®ers of target distance estimated, distance reasen and
distance forecastingwhen T=0.1sand 1 s,

The comparison show that the smaller the T is sthaller the error of initial time prediction widke, and the faster
the transient convergent speed is. This is bedduasehe smaller the T is, the more observatiotegfoints) it has,
and the greater correlation the estimation andotheervation will have. Then the estimated reswlitsbecome
faster into the steady state. Gradually with theaase of T value, the process of convergencetisimoous, and
the steady state accuracy is improved. This is umxahe filtering has been convergence, but ther eariance
matrix is still with the recursive operations gratly decreases, and eventually tend to be moradtieal minimum.
In the simulation, when the T value is equal to dotual filtering time increased, the results of gieady-state
performance is better.

Mean error of target distance g Mean error of :cargn?t diztance

i T T T T T

i I | i i i i i
i X 40 B0 &) 00 130 W0 e e XX

0 20 4 & 8 M0 120 18 .0 e X0

system parameter (0. 15/0.001z) system parameter (55/0.01¢)

Fig.3 Themeanerror curve T=0.1s Fig.4 Themean error curve T=5s
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(3) Noise variance influence on prediction andfilg

Mean error of target distance Mean error of target distance
0 T T T T T

&) | | | | 1 &0 I 1 I I I 1 I

1
1] A 40 8 2 M0 120 180 tED ED X0 o A 40 B HD (LU .U 1 O [V |- 1 .1 1]

system parameter (0. 1s/0.01g) system parameter (0. 1s/5z)
El5 Themeanerror curve O, =0.01g Bl 6 Themean error curve O, =5g

Working system noise increases the convergence filmen the steady-state accuracy, and makes tlicpos
error greater than the estimation error. This isabee the CV model is based on the conduct ofriifermn motion
model . When the motor noise of the system inciedbe forecast accuracy down, and the estimagpernds more
and more on the observation. The kalman filter gadjustment go with the rule as convergence regarsime
increasing with the convergence time increasing.

Because the system influence the estimation eaosed by the increase of availability through eftémproved
(equivalent to lengthen estimated time). If iteéglty do uniform motion, the target constant paramseof CV model
can be achieved through multiple recursive estmnatiariance minimum value, and the prediction ersostill

large.

(4) The comparison of actual filtering error and theoretical value

The matrix P in filtering recursive algorithm isetHiltering error covariance matrix . Through thelépendent
Monte - Carlo experiments we can calculate theahdilier variance. After comparison the actuatefilng error
variance value with the theoretical value , we saa that the error variance value is greater thartheoretical
value as the increase of estimated time, and ffer@lice with theory errors is in reducing error.

(5)The influence of system parameters on the padioce of maneuvering target tracking

As the target tracking time is 10 s, when T = 0dnd 1 s, the goal of actual distance and estinditance is
shown in Fig. (6) and Fig.(8). The forecasts vakstimates value and the true value of target ahinsushown in
Fig. (7) and Fig.(9) as T = 0.1 s and 1 s. Fromchmparision we can see that the smaller T is sthaller of the
value between prediction and filtering , filterimgnd true is. The differences between the predigtddes have
higher credibility, and also the estimates haveh&igaccuracy. So it should increase the sampliaguincy to
filtering.

Fig. (6) and Fig (10) respectively show the actliatance and estimated distance wh%h= 0.01g¢g andJu =5
g . Fig. (7) and Fig.(11) respectively show thelgafatrue azimuth and estimate azimuth the’n= 0.01 g and
g

u=5 g. It can be seen that, the greater the fordsastthe greater the estimate of the error will Bhis is

completely in line with the theory.au is for the variance of noise, the greactré,*r is, the greater the influence of
noise will have , and the predict and estimaté lvélless accurate.
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CONCLUSION
This paper uses the CV model in discrete Kalmadaerfilg to simulate the trace of moving target iD 3pace. We

generate the real trace under orthogonal set,ftnanghe observe trace under polar set to the gahal set, then
apply it to Kalman filtering. We analyze the perfance using the mean error and deviation of therghtion,
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prescreen and filtered trace, the effects of oagwalues and system parameters to Kalman filtearg also
presented..
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