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ABSTRACT

Taking internal students of vocational college asearch sample, this paper utilizes basic theoroofh sets to
discuss problems of discretization and reductiomcpss in the application of rough sets. On thesabknowledge
discovery, it proposes and designs a type of celltgdents’ network research system model basedugh sets
exploring the basic thoughts of applying networknagement method to do analysis on network behavior.
Experimental results indicate that the college stud’ network research system model which is basedugh sets
keeps obvious effects on entropy discretizatioorétgm and genetic reduction algorithm.
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INTRODUCTION

According to the display of “31 China Internet Development Report” released byn&hinternet Network
Information Center (CNNIC), the number of Chinestizen reaches 564 million and Internet penetrasof2.1%
in which the rate of netizens from 20 to 29 yeddsreaches 30.4%, student group covers 25.1% altkaseizure
duration each week per capita is up to 20.5 HBufhe Internet has extended into each social field presents
influences on various aspects of human life. Radicates that in the face of virtual world consteacby Internet,
contemporary college students show high degreee@dgnition and participation enthusiasm which bezom@n
important platform for them to acquire knowledgecteange ideas and do entertainment. It is colléggest that is
affected the most and accepts Internet the faskésty enjoys the convenience from Internet. Meakenihibrings
some negative impacts. Many researchers also nibticeerious influences and begin to do researchesglevant
issues of network behavior, network morality, netw@sychology, etc. Through questionnaire survey an
combining with statistic package SPSS analysis wrnbtwork technology, this research method sohes t
monitoring of emergency network behaVidk Network technology is less used to analyze netwmekavior of
college students.

Rough Sets is a type of theoretical method propbgderofessor Z. Pawlak of Warsaw University of Aisalogy in
Poland in the early 1980s which researches incampled uncertain knowledge and studies the expredsiarning
and conclusion of ddfh At present rough sets has become one of the awtiste research fields in computer
science and kept developing in various applicaticeas for example medical data analysis, geograpbsation
analysis, language identification, approximatesifasation, fault diagnosis and cost forecast, etc.

Therefore this paper takes college students oftimwal colleges as research sample and uses tiethasry and
method of rough sets to propose the basic thoughtgilizing network management method to do reslean
network behavior and design a type of college sttel@metwork research system model based on roeigh s

BASIC THEORY OF ROUGH SETS
According to the involved content of system modesearch, several basic concepts in rough sets raaftyb
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introduced.

2.1Information System

Knowledge expression in rough sets generally apglormation Table or Information System which kcbbe
represented as quadrupls (U,A,V,D . HereU is called discourse domaiA,is total attributeA=CUD, Cis finite
set composed of condition attributes dni finite set composed of decision attributéstands for the set made up
of totala€A range.f is an information function which provides every attrid of each object with one information
value.

2.2Indiscernible Relation

Indiscernible relation is the basis of rough sktderms of some elements in Discourse Dontgithere may exists
connection among a number of same information. dfbee a type of indiscernible relation lies amohgse
elements on the view of the known information. thes words, some objects lth keep several same or equal
attribute value thus these objects could not beediged just according to these attribute value®réfbre they
cannot be discerned from this point. In terms @& ¢fiven attribute seREA, the binary equivalent relatioR is
formed which is also calle® Indiscernible Relation.

2.3 Attribute Reduction and Core

For the unknown knowledge contained in a numbedath which is found through utilizing rough setst all the

existing condition attributes are essential. Irt,faome of them are redundant. The original clesdibn result may
not be influenced after deleting these redundaribates. On the other hand, redundant data ha teffectively

deleted in order to find knowledge from a huge namtf data, improve the discovery efficiency anduee the
noise disturbance. Therefore Data Reduction musione on the data whose purpose is to delete thmdant data
in system under the condition of keeping originialssification capacity of information system anddimg basic
attribute of approximate space to be complete.

Attribute reduction is an important function in ghusets. In information table, one condition atttécorresponds
with a piece of equivalence relation. All conditiattributes would do a partition on the whole disse domain
U/C. Also all decision attributes do a partition on the whailecourse domaib)/D. The target of attribute reduction
is to delete unnecessary or unimportant attributeier the condition of remaining classification @eipy unchanged
so that part of essential condition attributes wokéep the same classification capacity with thatlecision
attributeD. Intersection of reduction is called Core.

2.4 Significance of Attribute
Significance of attribute is a key concept for geshs of discretization and reduction. Generallyngigance of
attribute could be defined like this. A&is the classification derived by decision attréosetD, significance of

R (Y)- R, (Y

attribute subseX’ in the attribute seX may be defined as (HereXx' LI X. If attribute setX is

the whole condition attribute set, this may beezhliSignificance of Attribute Subs®t ” in short.). It stands for the
influences on approximate classificatignvhen attribute subsét is taken out of attribute st

NETWORK BEHAVIOR RESEARCH SYSTEM MODEL BASED ON ROU GH SET

Network behavior research based on rough sets @otanalysis on college students’ network behathoough
training sample data experimesd that it may provide guidance for the manageroéebllege students’ network
behavior and help realize the goal to specify theiwork behavior. For this purpose, the followbasic work has
to be done:

(1) Be sure of the requirements of network behasgsearch. Acquire the original data of collegalshis’ network
behavior under the existing network environment.
(2) Design the general model of college studergsivork behavior research system based on rough sets

According to the knowledge discovery process basetbugh sets and combining the research targetiesign a
type of college students’ network research systerdahbased on rough sets (as shown in Figure 1.).

Firstly through requirements analyzing, network &gbr research method based on rough sets clathisnain
problems of network behavior research to deterrtiineoriginal data of research sample. Secondlyrdaug to the
research requirements of network behavior, it olstaample original data through checking the mgntmiline
history in the billing system database of campusvoek to design and establish decision tables ohioly group
everyday network behavior, group web site netwagkavior, special individual network behavior, €kbirdly in
accordance with rough sets methods, it does assefi®peration like preprocessing, discretizatiod attribute
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reduction on the decision tables to generate daetisile set. Fourthly it extracts the concentratées to get results
or knowledge of network behavior research. Finalapplies them to the management tests and amsabfssetwork
behavior in order to provide decision-making guitkafor network behavior management.

Decision
_ Sanple Original _ Decision Table -
—aiy g Dataof Network |yl Table  —— ';e“s'e
Behavior Researdll Design eprocessng
Decision
Subsequent Test
.. Table . Rule Set
) Decision Table ) Attribute ) Rule )
Discretization Reduction Extraction Guide
Management

Figure 1. Network Behavior Research System Model Bad on Rough Sets

The whole designed system keeps 6 functional medulgduding data acquisition function, decisionl¢éabesign
function, decision table preprocessing functiorgislen table discretization function, attribute wetion function
and rule extraction function. Actually network beiwa research based on rough sets is a knowledgmry and
application process. Although each functional medisl relatively Independent during the processealizing
network behavior research system, its operatiors mith the process shown in Fig.1. Each functiomaldule
designs various network behavior research stratemyiel processing methods according to its requimesné&sers
choose different research contents and methodsrdingoto their specific requirements to realize tesearch
targets. System development environment: WindowsZ010+.net framework 4.0.

EXPERIMENT AND ANALYSIS OF COLLEGE STUDENTS' NETWOR K BEHAVIOR RESEARCH
According to the basic condition of the billing s in the college, 4,825,729 pieces of Interneesas records are
acquired in which IP records of non-student netwackvity areas like office area and teachers’ fararea are
filtered out.

4.1 Design of Decision Table

Research experiment adopts rough sets experimelt RSES whose object processing needs realizinthéy
component design of information system. Accordimgdsearch requirements, the design of deciside tahinly

takes everyday network behavior of research graupcaordance. Functional diagram of decision tdekign is

Figure 2.

Group Everyday Network Behavior

Group Web Site Network Behavior

Decision
Table Design

Special Individual Network Behaviof

Other Behaviors

Figure 2. Functional Diagram of Decision Table Degn

Object determination of decision table: This desigkes students’ everyday access time quantum jaststof
information system (This model defines 1 hour éisne quantum. It may be reset according to spesifigation.).

Attribute determination of decision table: This ig@stakes access type namely network behavior asliton
attribute of information system in which student&havior at each time quantum would be set to lmiside
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attribute.

Then the information system namely decision tabléasigned. It is for the research serving stdemtwork
behavior at each time quantum during the 24 hoarsdpy. In this tetrad S=< U, A, V, f >, U stands &ll time
guantums per day which takes hour as one unit. Mdsrange of attribute? . Information function f describes
students’ network behavior during a certain timargum.

4.2 Decision Table Preprocessing

Preprocessing function mainly designs problems elietthg repetition, completing data, encoding hittie,
analyzing consistency, etf. After preprocessing is finished, decision atttébwalue begins to do encoding
description in which rest is 0, having classes, isthers is 2 and self-study is 3. Then we acdhieedecision table

in which RSES is imported (seen in Figure 3.). his tfigure Row“24/15”and valueQ :1- O:24gescribes
conditions during 24 hours of a day and Row “158atébes the decision attribute value after encoded.

%] Table: Network Behavior_ Time Quantu

uits [ 1] 2] 3 4| s 6| 7] 8] w0 2] ]|
: 0.33 .21 262 | 01 3.22 0.38 | 015 0.02 0.02

0:2 0.00 | 0.00 | 0.00 000 000 | 000 | 0.00 | D00 000 0.00 0.00 0.00 0.00 0.00
0:3 0.00 | 0.00 | 0.00 | 0.00 000 | 000 | 0.00 | D.00 | 0.00  0.00 0.00 0.00 0.00 0.00
0:4 0.00 | 0.00 | 000 000 000 | 000 | 0.00 | D00 000 0.00 0.00 0.00 0.00 0.00
05 0.00 | 0.00 | 0.00 | 0.00 000 | 000 | 0.00 | D.00 | 0.00  0.00 0.00 0.00 0.00 0.00
06 0.00 | 0.00 | 000 000 000 | 000 | 0.00 | D00 000 0.00 0.00 0.00 0.00 0.00
07 0.00 | 0.00 | 0.00 | 0.00 000 | 000 | 0.00 | D.00 | 0.00  0.00 0.00 0.00 0.00 0.00
0:8 1.64 | 0.61 | 1.63 033 064 | 555 | 1.84 | 704 | 054 203 0.07 0.00 0.77 0.53
0:9 19.656|13.67 | 81.22 | 448 | 438 | 1243 | 6.22 1532 | 1.31 | 3.92 0.39 0.72 0.42 0.03
0:10 18.36| 12.63 9211 | 250 | 6.44  16.20 821 1868 | 3.28 52 1.93 3.30 8.52 018
0:11 16.33/15.33 113.31| 3.02 | 6.23 | 19.32 | 598 | 11.02 | 3.56  3.95 1.64 274 492 015
0:12 14.8914.33 101.29 299 | 741 1833 12.71 13.20 | 297 479 1.43 3.20 4.36 077
0:13 217 | 311 | 7.34 | 0.64 | 522 | 1033 | 430 | 3.90 | 1.04 210 0.23 1.86 0.98 0.22
0:14 322|195 | 682 079 469 | 996 | 359 | 403 099 272 0.54 1.37 1.20 0.65
0:15 1.9 | 1.9 | 33.20 | 051 | 3.91 | 1006 | 217 | 6.79 | 0.L63 | 1.83 0.28 1.91 222 0.47
0:16 2082 11.97 12540 532 | 894 | 2339 | 852 19.62 389 892 1.83 3.58 .95 0.79
017 18.94/11.08 12980 498 | 976 | 27.42 |11.68 17.84 | 298 923 318 4.82 8.24 0.63
0:18 16.49| 9.87 9933 732 | 839 2283 895  30.27 292 084 3.30 4.40 6.68 0.74
0:19 17.744| 822 9004 | 513 | 619 | 1902 | 6.22 [17.21 | 263 | 7.54 1.96 223 3.49 0.60
0:20 14.19 | 18.64 23993 284 | 912 26831 793 6529 385 870 0.89 293 3.07 0.98
o 24.76| 27.60 23580 9.40 |[11.80 219.62/18.26 73.25 | 748 72,42 | 243 711 8.33 0.76
022 19.54  18.35 193.70 B.96 |10.94 26382 15.33 143.26 983 7326 | 1.73 877 852 0.94
0:23 1113/ 17.93 21805 4.23 |18.48 23280 426 114356 279 7489 0.28 1.42 21 1.08
024 3.30 1024 2098 102 218 | 4285 | 242 6225 080 216 0.29 11 329 1.43

oRwwewk = s an e aa oo eeee e

Figure 3. Decision Table Imported with RSES

4.3 Decision Table Discretization
Experiment utilizes discretization method RodBtima do calculation on breaking point thus producesision table
document of discretization. Decision table of imfiation entropy algorithm after discretization i®w in Figure 4.
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Figure 4. Decision Table of Information Entropy Algorithm after Discretization

Table 1. describes the relevant discretization evabfi condition attribute “online music/televisiorfter it is
calculated by information entropy discretizatiogalthm.
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Table 1. Interval Description of“Online Music/Television"after Information Entropy Algorithm Discretiz ation

Interval Description | Description Value | Interval Description | Description Value
(0,17.266 0 (23.111, 35.1345 5
(17.266, 18.673b 1 (35.1345, 131.23b 6
(18.6735, 19.171 2 (131.235, 226.208 7
(19.171, 21.077 3 (226.208, 248.306 8
(21.077, 23.111 4 (248.306,% 9

Notes
a. Condition attribute “online music/television”goluces 9 breaking points and 10 partition intenadter it is

calculated by information entropy discretizatiogalthm;

b. (0,17.266) in the table stands for all the valudose intervals are less than 17.266 which iditeebreaking
point;

c. (248.306,*) in the table stands for all the eslwhose intervals are more than 248.306.

4.4 Attribute Reduction

According to three types of attribute reduction moet¥® including greedy algorithm, genetic algorithm and
dynamic reduction, the experiment does comparisonng results from different discretizations andcakdtes
possible reduction values of each method whichdsve in Table 2.

Table 2. Reduction Value Comparison of Three Attritute Reduction Methods

EIZ %l:;;ﬁomn Greedy Algorithm Genetic Algorithm Dynamic Reductidlethod
z z z
g| g 21 2|8|¢2 2| 8|82 R
Discretization| & | S | 2| S| 2| & |3 |¢|S|S|&8|3|¢|23|¢2
Algorithm | B 3’:3’ S|elg|= ~9=3) S| elg|= % S| e |2
g| 3 S| E| 8|8 3158 g | 5
Possible
Reduction 25 | 115| 13| 13| 25 1Q 1( 10 (i 25 115 43 (13 (25
Value
7| Reduct set: g [
@10 | sze | PosRes. | SC | Reduts ”
1 1 1 1 {6}
2 1 1 1 {2}
3 1 1 1 {1}
4 1 1 1 {3}
5 1 1 1 {4}
i] 1 1 1 {7}
7 1 1 1 {10}
8 1 1 1 {8}
9 1 1 1 {111
10 1 1 1 {13}

Figure 5. Decision Table Results Acquired after Geetic Algorithm Reduction and Naive Discretization

Figure 5. describes the decision table resultsiesdjithrough genetic algorithm reduction which mewmted after
the Naive Algorithm discretization is dofeHere Row* (1-10) "describes possible reduction values. Row “Size
describes the number of attribute in the reducgeh Row“Pos.Reg."describes the positive regioruevadfter
reduction. Row “SC” describes stability coefficienlt the reduction. Row “Reducts” describes spediitibute
value condition of each reduction set.

4.5Rule Extraction
Results of number of rules are acquired througfeiht discretization algorithms and reduction radthwhich is

shown in Table 3.
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Table 3. Comparison of Number of Rules Acquired though Three Types of Attribute Reduction Methods

Reduction Algorithm Greedy Algorithm Genetic Algiiin Dynamic Reduction Method

Naive
Naive

Discretization Algorithm

equidistance
equifrequency
Naive
Semi Naive
information entropy
equidistance
equifrequency
Semi Naive
information entropy
equidistance
equifrequency
Semi Naive
information entropy

R
o
|
o

Number of Rules 435 2099 170 170 3y3 172 182 131 435| 2099 170 170

Figure 6. describes the rule set results acquineaugh genetic algorithm reduction which is opetaadter the
Naive Algorithm discretization is done. Here Rowt-131D "describes the size of rule set in which theretexs31

pieces of rules. Row“Match”describes the objectamiatg number of one certain piece of rule. Row“Bemi

Rules"describes the specific condition of a certaie. The first piece of rule in this figure exjpla that supporting
record number of rules in the state of “rest” iwfren the value of network behavior “online musieftésion” is 0.

£+ Rule set:
(1-131) || Match || Decision rules | ‘
1 ¥ (6=0)=>(15={0[F1N
2 1 (B=1)==(15={1[1]}
3 2 (6=5)==(15={1[AH
4 1 {(6=8)==(15={1[111
5 1 (6=6)=>(15~{2[11N
6 1 (B=8==(15={0[]}
I 1 (6=2==(15~{0[1]1H
8 1 (6=3)==(15~{1[11
3 2 (E=10=>(15={1 2]}
10 1 (E=H==(15={Z[1D
1 1 (B=N==(15={3[1D
12 2 (6=14==(15={3121})
13 1 (6=12)==(15={3[1}
14 1 (6=13)==(15={2[11}

Figure 6. Rule Set Results Acquired after Genetic l§orithm Reduction and Naive Discretization

4.6 Data Analysis
It is seen from the decision supporting conditidnrale set acquired in the experiment that all Hwuired
supporting degree figures of rule set are similan those in Fig.7 in appearance no matter whicid kif method is

used.

Nunber of rules supporting decision classes from rule set

Distribution of class support for rule set

[Woen W@y t2en 3]

Figure 7. Supporting Degree Analysis of Rule Set Bduced by Decision Table after Calculated through €netic Algorithm Reduction and
Naive Discretization
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Figure 7. shows that everyday network behavior afege students distributes relatively reasonahlend the
“having classes” time quantum. In this figure supipg rules of “1” are 44.

It is seen from the whole experiment that reseaeshilts of college students’ everyday network bairawm this

system are acquired through utilizing the systendehof college students’ network behavior resedrabed on
rough sets and these results are applied to thageament of college students’ network behavior. Tighothe final

training or test verification, the validity and ##aility of this design are proved. There still €xmany uncertain
factors. For example students surf the Interndbdrs, use agencies, there exists inconformity betwaecision
attributes and timetable of part of students(somelass, others not.), etc. However, rules extth&eep certain
generalization capacity and get favorable analyzésylts facing with the influence of noises. Mareit is seen
from experiment that discretization algorithm antfilaute reduction method of rough sets continuattsbutes
produce different effects in different applicatiohs this experiment, effects of information entyogliscretization
algorithm and genetic reduction algorithm are naireious.

CONCLUSION

This paper establishes a type of application systerdel based on rough sets which only achievesad simmber
of targets for the analysis system of network baravesearch and acquires some initial and peradic
achievements. This provides a good foundation ffer following decision support system for managenwnt
network behavior. There still needs more study prattice in the aspects of realizing algorithm aydtem
optimization such as the improvement of parall@cpssing of rough analysis. As an emerging softpedimg,
rough sets has been respected by many fields fangbe computer, mathematics, artificial intelligencontrolling,
etc. A great variety of research achievements evdyted and widely applied in many fields. Withtfar research
and development of rough sets, more new reseaodiigms and directions would come into being.
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