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ABSTRACT

The reasons of hydraulic support not keeping consistency when working underground are analyzed and the
influencing factors are got in the mining process. According to the input-output relationship between the influencing
factors and the support displacement, we design the hydraulic support straightening system model on the basis of
the support vector machines and chaos particle swarm. The model can give the accurate support displacement
values for different environments through the simulation and data test, which can achieve the desired goals.
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INTRODUCTION

The hydraulic support, which makes the work surflace/ard with the aid of the shearer, the scrapewveyor and
other devices, is useful to protect the shearghéncoal mine underground. In the moving progreaslerby the
hydraulic supports, the supports are difficult ®ef consistency because of the unreasonable stapeudting
height which lead to the incomplete cutting of thmper and lower wall of the coal mine. Since thepsuits can not
keep consistency, the shearer can not be protabtsalutely when the top beam rises, because thedrals are of
different heights. So in the work surface, manysdration helps to make the support displacemenis tiee same
displacement. Nowadays, the hydraulic support cbsirstem has been designed according to the atitoowatrol
requirements of the devices in the comprehensivehar@zed mining face. However, due to the terrible
environment, the data error from the data acqaisitif the sensors, the automatic control of therdnyit support
control system has not been realized nowadays.

Therefore, we design a hydraulic support straiglsiestem model. In this model, we first analyzefatitors which
affect the support movements, and then make therfade considered in the support movements. Iferéift
circumstances, the system can push and pull thposum the light of the pushing force, pulling ée; and the
proper moving location designed by the system, vimakes the hydraulic supports have the same heighie
movements and cooperate with the shearer to imgtmveoal mining efficiency.

EXPERIMENTAL SECTION
Basic Concepts
Support Vector M achine Introduction[1-3]
The SVM (support vector machine), which is firsbposed by Cortes and Vapnik in 1955, is based erstidttistic

studying theory, and follow the structural risk miization. The SVM is a new technique in data mipiand can
deal with the regression problems, pattern recamgnand other problems.

The basic idea of the SVM is to map the vectorthéohigh dimensional feature space, denotef byhrough the

1591



Hu Boand Lian Zi-Sheng J. Chem. Pharm. Res,, 2014, 6(6):1591-1599

nonlinear mapping. And iQ , the linear regression can be finished in thisuieaspace by constructing the optimal
hyperplane.

FO) =(we ¢(x) +b (1)

where(*) presents the transvection i, and ¢:x - Q. bis the threshold, and is the non-linear regression

the corresponding low dimensional input space, @sged byR", which is the counterpart of the linear regression
the high dimensional spa€ke.

Givel learning samples of independent distribution, #teof which is T ={(xl, Yi)s (X5, Y,), I , Y, )} OXxY),

where x OXOR", y,0OR", yyOYOR, i=12/[0] . Then construct the regression hyperplane. And the
corresponding optimal question of the regressiquehgiane can be written as follows:

min i + X +4) 2
st (weg(X)+b-y <e+§,i=12[], 3)
Y = (we §(x) ~b< e+ i =120, 4)
£,£720,i=1,2/IM

where O = (¢, ,&”) are non-negative slack variables.>0 is the parameter of the insensitive loss

function, and C is the penalty parameter. Here, we introduce Laggranultiplicator to construct the function. Then
the dual problem of the original problem is

max> v @' -a) -2 Y. @ -a)a’-a): K(x,x)-cY (@' +a) ©
w,b &0 =1 ij=1 i=1
S.t.

(qm—q):O,OSa,QDSC,i = 1,21

|
i=1

so, the required optimal regression hyperplanebea@xpressed as
f0 = (we $09) +b=3 (3" ~a)(#(x)* $()) +b=3 (3" ~a)K(x, ) +b, (6)

where ng,is the number of the support vectors, akdx,X) = @(x )¢ @(x) is the core function, which iK(x,X),

meeting the Mercer conditions. The replacementhef dore function with the transvection in high disienal
space avoids the complex point operation. The comeooe functions include polynomials, RBF core, fi@ucore,
B sample core, etc. In this paper, we use the RBE.c

Chaotic Particle Swarm Algorithm Introduction

Chaos Theory

Chaos, which is stochastic, regular and popula,demparatively prevalent phenomenon in the natureé can step
all status following its laws in a certain rangéeTbasic idea of the chaos theory is as followstllj introduce the
chaos state into the optimal variables, and thdargs the ergodic scope of the chaotic motion ® gbope of
optimal variables. Next, variable code and geneperation are done by chaotic map. Secondly, atsmcéll

disturbances to the chaotic variables, and thervezge on a most proper individual through iterati®o the
optimal solution can be got. The common chaotichogs$ are introduced as bellow.
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(1) One-dimensional Logistic map. That is
Xn+l = /'Ixn(l_ Xn) (7)
where X, [(0,1). When u =4, the variable range is chaotic completely.

(2) Two-dimensional Henon discrete mapping. That is
Xn+1:1_aX§+ﬂyn 8)
yn+1 = Xn (9)

where whenl1.07< a < 1.097and £ =0.3, the variable range is chaotic completely.

Particle swarm algorithm

Particle swarm algorithm is based on the preddbetaviors of birds. This method compares the hidsarticles.
When the solution set of the problems is generistélde random research of particles, the particisfind the best
positions of themselves and the group. In this @sscthe group can finish the search in the soldpace. Different
from other intelligent algorithms, in the parti@égorithm, each particle, which is like a bird, masmory function
and can preserve the memory of the optimal solutdmilarly, the group can also keep the memoritbptimal

solution. According to the group intelligent algbm, the particle swarm algorithm, which is onetloé most
effective methods, is proposed by Dr. Kennedy amd BPberhart in 90s, 20C[4,5].

The procedure of the particle swarm algorithm ifodlews.
(1) Initialization. We setc,and c,are two accelerative constants affig, is the maximal evolution number. First

we set the current evolution number, which is deddtyt is 1, and that ist =1. Then in the spaceR", we get
mrandomly generated particles, presented XyXx,,..x,, which builds the initial groupX(t). Secondly, we
generate the initial displacement variation of epalticle randomly, which establishes the displasenvariation
matrix V(t) .

(2) Group X(t) evaluation. Calculate the fithess of each particle

(3)Choose the better one between the optimbest of the particle itself and the fithess through canigon. If the
current value is better, we choose the current éwethe same time, letpbest be the current position in the
n —dimensional space.

(4)Find the better one between the particle fitresagbthe group optimal. If the current one is betake pbest as

the subscript and the fitness of the current partic
(5)Follow the Eq.(10) and Eq.(11) to update thetrastections and steps of particles, and then wehgenew
group X(t+1).

VG =l +an (Pl = Xy) + (Pl — %) (10)
x§ = xP + i (11)

(6)Return to the termination conditions. If the era@hdition is qualified, the search ends, otherytisd +1, and
return to step (2). When the iteration generat@aches the maximum evolution generafiQp, the search ends.

Hydraulic Support Straightening System Design

Support System Analysis

In the stope face, in order to protect the secwfitynachines and people, we have to support anégeathe roof to
prevent the roof slip of the work face. Tingdraulic support is one of the support equipmerhestope face. In the
process of the support motions, the supports iovaappear to move not synchronously for some reaswhich
may affect the shearer work. So in this paper, ivg find all factors affecting the synchronous raments of the
shearer, and take these factors as the input Ve@sialh the support straightening system. Then e the pushing
force and pulling force between the support andstinaper conveyor as the output variables. In #dsien, we will
take the shield suppazty3200/12/32 for example to analyze and design.

After analysis, we can determine the influencingtdas above including support quality(SQ), suppmight(SH),
hub distance(HD), setting load(SL), support movetmeith or without pressure(SM), carrying bar len@BL),
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base width(BW), the distance from the carrying toathe shearer(DFCBS), the distance from the beadinoé the
support to the wall of the coal mine(DFBEWCM), atilam tilt(AT), the thickness of coal seam(TCS), edtiing
strength(SS), working resistance(WR),support movemeforce(SMF), pushing force(PF) ,support
displacement(SD)and so on. Since the support gualib distance and some other factors will notngeain the
design for the supports of the same type, thegerfaare not regarded as the main factors. For affetting factor,
the value range is set as bellow.

Support height: 1.3~3.2m;

Setting load: 1911~1898kN;

Working resistance: 2813~2940kN;

Shielding strength: 0.568~0.598MPa;

Adaptive tilt: <35

Pushing force: 100~150 kN;

Carrying bar length: 1.5~2.5m;

Base width: 1.1~1.2m;

Support displacement:600~700mm;

The distance from the carrying bar to the shed®0=~250mm,;
The distance from the beam end of the supportaail of the coal mine: 200~400mm.

The values above are the basis of the design @iostiptrengthening system.

Modeling Support Sraightening System

Design Steps of the Support Straightening System

On the basis of the reason analysis offthéraulic supports not keeping consistency wherkimgr we design the
hydraulic support straightening system by combihg teasons and th&upport vector regression machine-the
particle swarm algorithm-chaos theory. The destgpssare introduced in detail as bellow.

(1)Data collection. Analyze the reason why tyelraulic support can not move consistently, anittioput-output
relationship of the straightening system .

(2)Data preprocessing. Collect the reasonableatadgormalize the data in the light of the inputpau relationship.
That means converting the different ranges of wewialata into a uniform range. For example, faib] ,

wherea andb are integers.

(3)Classify the processed data into the trainirtgasel the test set by using the sampling technid@bat is taking
the several groups of the formalized data randaslthe test set, and the others form the trairéhg s

(4)Combine thesupport vector regression machine, the particlesvwagorithm and the chaos theory to model the
straightening system. In this paper, we use thalrédsis function (RBF) as the core function ia gupport vector
regression machine. At the same time, we initialize particle positions with the SVM, and find tvbest
parameters of the penalty function and the coretfan in the support vector regression machine singithe
particle swarm algorithm. Then put the parameterthé program of the support vector regression macland get
the model of thénydraulic support straightening system.

(5)After training the model, verify the trained nabdvith the data in the test set. And then vefify model with the
data of the training set again.

(6)Evaluate and analyze the results, and finistsyiséem design.

The Data Obtainment of the System Design

The support system design take the moving suppecefand the pushing force as the output valugbeobystem

design, and the eight factors mentioned above esnftut values. In the range of the influencingdes in 2.2.1,

generate 60 groups of data randomly, where 50 gréarm the training set, and the other 10 groups file test set.
Due to the fact that the data is generated rand@mdy the data is in the proper range, the dateeptesertain

conditions likely to happen in the real environméfié show he data generated in Table 1.
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Table 1 The input-output datain the hydraulic support straightening system

Input Output
SH SL WR SS DFCBS DFBEWCM SD AT  SMF PF
1 1.3 1911 2813 0.568 150 200 600 O 150 100
2 1.33 1910.94 2815 0.5685 151 203 601 14 152 5100.
3 1.37 1910.88 2818 0.569 153 206 603 1.7 154 101.7
4 1.41 1910.25 2820 0.5695 155 210 605 1.9 156 7102.
5 1.46 1909.96 2822 0.57 157 214 608 2 159 103.6
6 1.5 1909.86 2823 0.5705 160 217 610 2.3 163 104.3
7 1.53 1909.43 2825 0.571 162 220 611 2.8 166 105.2
8 1.58 1909.11 2827 05715 161 223 612 3 168 105.9
9 1.61 1908.87 2830 0.572 163 225 614 34 170 106.7
10 1.65 1908.59 2833 0.5725 165 229 617 3.6 173 .8107
11 1.7 1908.46 2836 0.573 166 233 619 4 175 108.1
12 178 1908.23 2838 0.5735 168 237 621 4.1 177 .4109
13 1.82 1907.95 2841 0.574 170 240 623 4.3 179 110
14 186 1907.69 2843 0.5745 172 243 624 45 180 .5110
15 191 1907.32 2845 0.575 174 246 625 49 182 3101.
16 194 1907.06 2848 0.5755 175 249 627 5 185 102.7
17 198 1906.91 2850 0.576 177 251 629 5.2 187 103
18 2.03 1906.77 2851 0.5765 180 255 631 5.8 190 .8103
19 2.07 1906.24 2853 0.577 182 257 633 6.1 193 5104.
20 2.13 1905.99 2855 0.5775 185 260 634 6.7 194 .6105
21 219 1905.83 2858 0.578 189 263 634 7 195 106.3
22 224 1905.65 2861 0.5785 191 265 636 7.3 197 107
23 226 1905.25 2864 0.579 193 268 638 7.5 199 9107.
24 231 190493 2867 0.5795 195 271 640 7.7 203 .8108
25 233 1904.68 2870 0.58 198 274 642 7.9 205 109.4
26 2.37 1904.38 2872 0.5805 201 277 645 8 207 110.6
27 241 1904.01 2874 0.581 204 280 647 8.3 209 111
28 2.45 1903.88 2876 0.5815 105 281 648 8.8 211 7111
29 249 1903.54 2878 0.582 207 283 650 9 213 112.6
30 254 1903.27 2881 0.5825 208 287 651 9.3 215 .5113
31 259 1902.89 2884 0.583 210 290 652 9.7 217 3114.
32 2.62 1902.67 2887 0.5835 211 293 654 10 220 9114.
33 2.63 1902.31 2890 0.584 213 296 657 10.2 222 .8115
34 2.64 190198 2892 0.585 215 299 659 10.7 223 .7116
35 2.67 1901.76 2895 0.586 217 302 661 11 224 117.4
36 27 1901.42 2897 0.5865 219 305 664 11.6 227 .6118
37 273 1901.13 2900 0.587 220 307 668 11.9 230 .1119
38 2.76 1900.12 2902 0.5875 223 310 670 12.2 233 0.412
39 277 1899.97 2904 0.588 225 314 672 124 235 4121
40 2.8 1899.88 2906 0.5885 226 319 673 12.8 237 .1123
41 2.82 1899.79 2908 0.589 227 321 675 13 238 124
42 2.85 1899.63 2911 0.5895 228 324 677 134 2405 12
43 2.87 1899.51 2913 0.59 229 326 679 13.8 241 7125.
44 2.9 1899.4 2914 0.5905 231 330 681 14.3 245 6126.
45 293 1899.34 2915 0.591 232 334 683 14.6 247 .8127
46 295 1899.27 2918 05915 234 338 684 15.2 250 9.412
47 297 1899.12 2920 0.592 236 342 686 15.7 255 130
48 3 1898.99 2921 0.5925 238 347 688 16 258 131.7
49 3.03 1898.91 2923 0.593 239 350 689 16.4 261 .5132
50 3.06 1898.82 2925 0.5935 240 353 690 16.8 265 4.313
51 3.09 1898.76 2927 0.594 241 356 691 17.1 269 .8135
52 311 1898.58 2929 0.5945 243 359 692 17.7 273 6.813
53 3.12 1898.44 2930 0.595 245 362 693 18 275 138.2
54 3.13 1898.36 2931 0.5955 246 368 692 18.3 281 0.514
55 3.15 1898.21 2932 0.596 247 371 695 18.8 284 .6142
56 3.16 1898.19 2934 0.5963 247 374 696 19 286 7143.
57 3.17 1898.16 2935 0.5968 248 376 697 19.2 289 4.914
58 3.18 1898.12 2937 0.597 248 380 698 195 291 .9146
59 3.19 1898.08 2938 0.5975 249 385 699 19.8 296 8.814
60 3.2 1898 2940 0.598 250 400 700 20 300 150

The Formalization of Sampling Data

Because the differences among the data valuesiggrardl some even reach the order of magnitude ahifbrent
measurement units as well, we have to formalizedtiia before preprocessing the data. Since eaehwgause is
integer, if the processed data appears negative,stibsequent steps stop. Therefore, the set raiteye the
normalization is[1,2]. Furthermore, the formalinatiis finished by using the function transition huat.

We select 50 groups from the formalized data agl#tia of the training set, and the data is traimethe program.
Then the remaining 10 data groups are in the &tstle data of which is used to test the trainedeh The initial
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data of the 50 groups in the training set andnit@l data of the 10 groups in the test set amwshin Figure 1.
. . &0 All sample distribution ) .

h sample number
60 randomly selected sample distribution

VAN ANANANVAANA

Number of training samples
10 test samples distribution

Move rack power , push slide force of hydrulic support

Num‘ber of test sam ples

Figure 1 Original data distribution

The formalized data of the 60 groups, the datd&hef30 groups in the training set and the data @flth groups in
the test set are shown in Figure 2.

Distribution of 60 samples data normalized

|

Mumber of training samples
Distribution of 10 test samples normalized

Distribution of the normalized sample

&

Mumber of test samples

Figure 2 Normalized data distribution

The input data includes 8 columns, and output datapies 2 columns. Converting the training dat e test
data into the Matlab format, the file name is datd.for later use.

The Particle Swarm Algorithm

Program the particle swarm algorithm to determime penalty parameter ‘c’ and the smoothing factpr By

running the program, the evolution of the partmhearm algorithm is exhibited in Figure 3 (the graupnber is 20,
and the evolution number is 200). Then we train rii@el by putting the best ‘c’ and ‘g’ in the supipwector
regression machine.
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= The best fitness
Fitness cur'.re MSETPSOmethod! —_— -
(parameter cl=15c2=17 terminal aeneration= 21}{!' pop=20) Average fitness
Best c= 4?632 g=14134 CVmse=5.4847e-00

e

Fitness
R e
-—qi-q_
“5:____‘

Evolution generatiu:uﬁ
Figure 3 The evolution process of the particle swarm algorithm

Program the SVM

Here the SVM kit we use is the ‘libsvm-3.1-[Faritocdnd we choose the RBF to program the input-autpu
relationship in thénydraulic support straightening system. And thaning begins when we put the béstandg’in

the program of theupport vector machine. After training the moded, tlata in the training and test sets is put in the
system to test the model. The test results areliasvk.

(1)Put the test data in the model to make a test,naake a comparison between the results and tpaitotalues of
the initial data. The error distribution is shownHigure 4.

Comparison between test samples of raw data and regression forecast data

- original data o,
“ regression predicted data

—— -

Training sample distlributicrn_ !
Test sample error plot(predicted data-original data)

'

Error of move rack force  Move rack force

] Mumber of test samples %
Relative error chart of test sample(predicted data-original data)original data

Relative error

Mumber of test samples

Figure4 Theerror distribution of test resultsand the output values of original data

(2)Put the training data in the model to make g tesd make a comparison between the results anplit values
of the initial data. The error distribution is givan Figure 5.
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Comparison between training original data and regression prediction data

1.

Mowe rack force
=
P
-

- [l i | | 1
) L - | ]

. Trainina sample distribution
Training samples error plotfpredicted data-original data)

Error value

. __ Mumber of trainina samples -
Relative error of training samples{predicted data-original datajoriginal data

Relative error

Original data Mumber of training samples
Regressichn predicted data

Figure5Theerror distribution of training resultsand theinput valuesof original data

RESULTSAND DISCUSSION

Model Test and ResultsAnalysis
In the training, the group number of the partige20, and the training iteration termination gextien is 200. We

get the best ‘c’ and ‘g’, where ¢c=61.5033, and §8044. Then we take the best ‘c’ and ‘g’ to thegoam of the
support vector regression machine, and make autdsy the data in the test set and training seerAhat, we
analyze the error according to the test results.

(1)data of the test set test
From the test results, we can see that the absettbe of the moving support force is in [-1.5K®BKN], but the
relative error is in [-0.01,0.01]. Compared witrethange of the moving support force, the relatikm®reis very

slight.

(2)data of the training set test

The training results are based on the input-outpldationship of the data in the training set. Whikea training
finishes, we take the data in the training sethim program to test. Then the results show thaakiselute error of
the moving support force is also in [-2Kn,2kN], ahe relative error is in[-0.01,0.01]. Comparedhntite range of

the moving support force, the relative error ispaight as well.
CONCLUSION

In this paper, we analyze the reason whyhtpraulic support can not keep consistency in tbgement, and find 8
influencing factors. At the same time, we build thput-output relationship between the moving supfmrce and
the pushing force, both of which have business \hih support movement. Then we determine rangeheof
input-output parameters in the support movementgameérate a series of data in the ranges. In additve model
the relationship using treupport vector regression machine and the chaatiicfe swarm algorithm, and make the
training. Then the model is established after thiming. After we analyze the error of the outpesults though
testing the input data, the experiment results sthatthe model can achieve the anticipate purposes

Acknowledgements
This research was partially sponsored by the fuhthe Eleventh Five-year National Science and Teldgy

Support Progrant2007BAB13B02 and the fund of the Twelfth Five-year IntelligenaNufacturing Major Project
(National Development and Reform Office High-Ted2] No.2548).

1598



Hu Boand Lian Zi-Sheng J. Chem. Pharm. Res,, 2014, 6(6):1591-1599

REFERENCES

[1]Vapnik V. IEEE Trans on NN,1999, 10( 3):988—999.

[2]VIadimir N.,XU Jian-hua,ZHANG Xue-gong(interp)¥]. Beijing Publishing House of Electronics
Industry2004.

[3]Cristianini N,Shawe-Taylor J,LI Guo-zheng,etatérpret).Introduction to Support Vector Machines [Mjeijing
Publishing House of Electronics Indus2g04.

[4]KENNEDY J, EBERHART R C. Particle swarm optimiman[C]. Proceedings of the IEEE
InternationalConference onNeuralNetworks, Perthstfalia,1995: 1942-1948.

[5]SHIY, EBERHARTR C. Amodified particle swarm optizer[C]. Proceedings of the IEEE International
Conference on Evolutionary Computation, Piscataw&8/A,1998: 67-73.

1599



