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ABSTRACT

The research on man-machine relationships is an important problemin field of man-machine system. A single factor
is considered in much humane error analysis, but very valuable potential factors are not considered in many
humane error analysis. In this paper, the link prediction technique is introduced to resolve the multiple factors
relation problems associated with the degree of relevance and importance factors index system. The algorithm used
to calculate the correlation degree and importance of factors is designed. Finally, the man-machine system of train
is used as example of humane error analysis to verify a positive role during of discovering the potential danger by
new index system.
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INTRODUCTION

In the man-machine system environment, man-maaigita¢ionships are the core of the system while remvihent

is the constraints of the system. With increasiegrde of automation, the system on the surfacesteneduce the
dependence on people, but in the system desigdugtion and use phases, human-beings play an iengoule [1].
Due to human nature, the effects have somewhatonfevhich will inevitably affect the reliabilityf the system
because there always is the probability of falsplémentation by human. Meister's research showshiaan

errors account for 20% -50% of all equipment fal{&].

Human factor errors or factors are result from masgects, such as an excessive burden that acé comntrol on
the operator, fatigue, and the overall quality edple and so on. Human factor errors may not nadgstead to
human accident, but hidden human accident. Beazfube multidimensional nature of human errorss itecessary
to analyze the human factor accidents to find huerasrs which easily lead to human accidents.

In human factor error correlation analysis, if tiwaman factor errors are very highly correlatedntifeany one
human factor error occurs, it needs to pay spextahtion to other human errors’ occurring. And togrelation
between factors will increase the likelihood ofideats [3]. Because the correlation between thefagtors means
that a hazard will stimulate other risks, therehgréasing the level of risk. On the other handretation between
factors can also be diverse, pluralistic [4]. Clatien analysis is relatively complex. The comptgxif a problem is
an issue to focus on. Therefore, it is practicatipossible to focus on next most likely risks aftee analysis of
multiple risks. Usually when finding a hidden dangerequires an immediate attention to other higtorrelated
with hidden danger [5][6][7].

In this paper, the process of railway traffic aecits of human factor errors have been selected abjact of the
study, in the establishment of a binary relatiomtooduce link prediction of complex networks ttablish multiple
correlations with mathematical model and to vetlify proposed method by example effectiveness[8][9].

ESTIMATION METHOD OF CORRELATION COEFFICIENT
A. Estimation using binary correlation coefficient
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In Human factors accident analysis, correlation ley point in analyzing human factors error anthan factors
accidents, usually correlation analysis methodsedy while the correlation is a relatively genexahcept, in actual
analysis, it needs to objectivize correlation istane quantitative indicators. Typically correlatmoefficient of two
random variables X and Y are estimated by the sawqirelation coefficient r (X, Y):

> (= X)(Y;~Y)
> =X)° X (v, - Y)? "

If only X is associated with the y and Y is onlyated to X, then the greater r (x, y) is, the higloerelation between
X and Y is. However, when a random variable mayagsociated with multiple random variables, it witbduce
multiple correlation problems. If X, Y, Z three dom pairwise correlation coefficients between \alda are high,
then Y will not be able to explain X well, becausefact, the real impact of X is Z, and X and Y a@mewhat
reflection of Z while direct relationship betweereXd Y may not be close.

rix,y)=
V

Specific to the case of human factors accidentyaisldue to existing relevance of human errois,difficult to
accurately estimate the degree of correlation batvibem which cannot be launched by other varididesause of
human factors errors of the correlation coefficient

B. Multiple correlation

Considering only the case of binary relationshiplationship between human error factors are meabyre
correlation coefficient. Problems related to theltiple correlation between the measured variablesome

complicated, thus in the actual human factors @&tglanalysis, it is difficult to find the main cauof the accident
and the relationship between factors analysis dumultiple correlations between factors. Therefdhiés paper

introduces a complex network link prediction methodolve this problem.

For a self-loop-free undirected unweighted graplif @e right side of (x, y) of weight is unknowthe weight is
estimated by using the following indicators.

For any node x and vy, ifxy, there including the right CN (Common Neighbasmmon neighbors) index [4].

W, +W
s(xy)= D, sz
ZIT(X)NT(y) (2)

T (X) is a neighbor of X,WXZ is the weight of from right side of X to Z. Theredgs (X, y) is related to the weight of
the right half side of X and Y’s common neighbdfsom the statistical sense, the greater CN indethés greater
the weight of expectations on even edge betweemtwies. However, the index value CN is not directlgnected
to the estimated value of x-and y-edge weights w)xUnknown w (X, y) is regressed by known wyX.and the
corresponding s (X, y). Since the graph G is nlftlsep, from x to its own weight of the edges istBen it can be
required s (x, X) = 0.

In the case of human factors accident analysis,nbt necessary to obtain w (X, y) because w)®ogs not need to
be obtained through a link prediction. And s (xhgye reflects another meaning, that is, in theakegf association
of two random variables, ingredients which canrterpreted other related random variables.

If consider the number of human factors accidents mumber of person’s human error as a node, censic
correlation coefficient between any two random afalés as even the edge weights, it will constituteeighted
network G. For any two nodes in the correlatiowlsetn x and y is analyzed by the following steps:

Even edge Stepl. Omitted edged of G between x and y

Step2. According to other information of the netkyocalculate x and y of CN index s (X, y) by weigghtlink
prediction method.

Step3. The greater S (X, y) is, indicating in arelation of x and y, the more ingredients of otffectors are
explained, it means that the smaller the changetefexplain the changes in the x component orlgo(account for
changes in the x y to explain the change in thepamition of only smaller). So you can define cati@n indexes x
andy:
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)

c(x,y (3
s(x,y)

In formula (3), other factors brought by the caatin is actually a form of punishment because, /s in the
denominator, will weaken the correlation betweenaldes. Therefore, ¢ (X, y) between the actuallyasured
correlation of X and Y, which cannot be explaifgdother variables.

(3) The index has a drawback in the index.: if,rf{xand s (X, y) are both small, but ¢ (x, y) islpably large: In this
regard, a threshold value can giveonly | r (X, y) |>a, the formula (3) is applicable for the case ofiNhHe formula
(3), the direct provision c (X, y) = 0. In this maptakingo = 0.1.

CALCULATION OF IMPORTANCE DEGREES OF FACTORS

In human factors accident analysis, should not dmgw the relevant factors leading to accidentspting
problems, but also know which factors the key fexctre, leading to human accident. Importance cibfa consists
of two aspects: Firstly, the direct correlationtéas of the accident; secondly, factors driving atiter factors that
ultimately lead to the indirect correlation accitidbirect correlation is obtained by using equat{8j to calculate
the human factors errors and human factors acddentorrelation, and in an indirect measure ofelation, it
needs to appropriately improve formula (3), thec#femethod is multiplied by a decay factor.

Since c (i, j) of formula (3) are between 0 an@dd it has weakened the multiple correlations betwactors, so it
can consider c (i, j) as the attenuation factobudd a degree of importance of each factor indethematical
expression:

F =c(0i)+ Y c(.ix(0.))
E ©

N is total number of factors, c (0, j) represerite j-th correlation factors of human factors acetde (i, j)
represents correlation factors of the i-th and fatttors. Equation (3) actually represents a cafi@h of sum: one
factor leading to other factarplus their own contribution to the accident, ahernt multiplied by the corresponding
attenuation factor when summed.

EMPIRICAL ANALYSIS
A. create the sample space
Data are collected from human factors accidentgstigation report of Shenyang railway traffic systé5],

extracting the number of accidents and 14 occue®ié human errors, are divided into nine chronicklgsample
(see table below).

Tab. 1: Satistical data of accidents & errorsdue to human factor in therailway system

Year A|B|C|D|E|F|[G|H|I |[J|K|L|M|N]O
2001(1) | 3] Ol O 4 Q4 1 P L B |0 |1 [0 |01
20012) | 9/ 0 22 41 42 1 2 0 A4 @1 1 ]0 |0 |0 |2
2002(1)) | 9/ 11 22 3 3 1 1 0 p B 2 2011
20022) | 6/ 00 00 2 g 1 1 O o 1 0o J1 |0 |O |1
2003(1) | 1] 11 00 0 Q@ O 1 O P P |2 [0 |0 |0 |1
2003(2) [ 32112112 | 6| 9] 2| 1415|/3|4| 0] 8] 4
20041) | 7/ 1 3 5§ 1 0 2 2 A b 2 |3 |0 |0 |4
2004(2) [23 1| 5|131|2| 7| 5[/117|3]|4]2] 3 5
2005(1) |19 1 [ 4|153| 2] 9| 4] 9/101]13/3|3]|5

A: Num. of accidents due to human factor
B: Low conscious state

C: Watch-interruption

D: Carelessinspection

E: Inaccurate location

F: Errorsof communication

G: Errorsof memory

H: Errorsof diagnosis

I: Not observe the regulation

J: Not observe well process

K: Not brake

L: Not take action in time

M: Not drive at a safe speed

N: Not send out correct operation signals
O: Improper operation
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In the table 1, the result is human factors acd&jesmd the remaining 14 people are likely to th@son human
factors accident.

B. Calculate correlation degrees
According to Table 1, correlation coefficient matof random variable is obtained by formula (1).

Tab. 2: Correlation coefficient matrix of all variables

A B C D £ F G i I J K L I N 0
1.00 [0.44 10.94 [0.81 10.49 {0.90 {0.91 10.59 10.92 ]0.91 [0.66 {0.51 |0.43 10.94 |0.75
0.44 11.00 10.48 10.50 10.41 [0.23 [0.52 {0.40 {0.47 0.55 10.74 10.46 [0.37 {0.46 |0.55
0.94 10.48 |1.00 10.67 |0.45 [0.92 {0.82 [0.43 {0.85 [0.92 10.72 ]0.38 [0.19 [0.96 |0.66
0.81 [0.50 {0.67 {1.00 }0.44 {0.60 |0.92 10.90 [0.86 |0.83 |0.46 |0.84 ]0.82 0.71 |0.89
0.49 10.41 10.45 10.44 1.00 [0.36 {0.51 [0.16 {0.34 10.55 10.15 10.58 [0.39 [0.42 |0.40
0.90 10.23 10.92 10.60 10.36 [1.00 {0.76 {0.32 {0.74 [0.86 10.48 10.32 [0.14 [0.97 |0.45
0.91 10.52 10.82 10.92 10.51 [0.76 {1.00 {0.72 {0.95 |0.87 10.59 ]0.77 [0.70 {0.85 |0.86
0.59 10.40 0.43 [0.90 ]0.16 [0.32 |0.72 |1.00 [0.75 |0.59 [0.43 ]0.69 {0.81 [0.45 ]0.85
0.92 0.47 10.85 [0.86 |0.34 {0.74 ]0.95 |0.75 [1.00 |0.81 ]0.73 ]0.58 ]0.59 [0.84 ]0.89
0.91 10.55 10.92 10.83 10.55 [0.86 [0.87 {0.59 {0.81 [1.00 ]0.55 ]0.64 [0.41 {0.93 [0.72
0.66 10.74 10.72 10.46 10.15 [0.48 [0.59 {0.43 {0.73 [0.55 |1.00 ]0.13 [0.17 {0.63 |0.63
0.51 10.46 {0.38 [0.84 10.58 [0.32 |0.77 10.69 [0.58 |0.64 [0.13 |1.00 {0.87 [0.44 ]0.73
0.43 10.37 10.19 |0.82 10.39 [0.14 ]0.70 0.81 [0.59 |0.41 [0.17 ]0.87 {1.00 |0.27 ]0.72
0.94 0.46 10.96 [0.71 10.42 {0.97 |0.85 |0.45 [0.84 10.93 ]0.63 |0.44 ]0.27 [1.00 |0.59
0.75 10.55 10.66 10.89 10.40 [0.45 {0.86 {0.85 {0.89 [0.72 10.63 10.73 [0.72 0.59 |1.00

— =l sm s | oo =

=

o |=

Above table shows that manipulation is not sendirgright signals and intermittent lookout, failitggcomply with
the rules of these three individuals are highlatesd to correlation of human error accidents.

Calculate the similarity between the nodes (cateukimilarity of the rest of the G after delete thmecified
connected edge.) using equation (2). Follows diulzion result.

Tab. 3: Similarity degrees of each two nodes

A B C D ELF 6 i | J KL N 0
0.0018.95 ] 9.85|10.41 | 8.4319.21 | 10.56 | 9.55 | 10.34 [ 10.26 | 8.97 [ 9.55 [ 9.10 | 9.89 | 10.20
8951000 850 | 8.9216.70 [ 8.07] 9.15 | 7.94| 8.98 | 8.81)7.097.80[7.35] 8.56 | 8.58
9.8518.50 | 0.00 | 10.15 | 8.06|8.78 | 10.25 | 9.31 [ 10.00 | 9.84 |8.51 [9.28 [8.94 | 9.4T | 9.87
10.41 1892 110.15 | 0.00 [8.50 {9.54 | 10.58 [ 9.27 [ 10.42 | 10.36 {9.20 1 9.24 | 8.74 | 10.15 | 10.08
8.4316.70 | 8.06| 850 0.00|7.48) 869 |7.71| 8.64( 8.34)7.20 | 7.21 [6.86| 8.14 | 8.27
9.21 1807 8.78 | 9.54 | 7.4810.00 | 9.63 | 8.74 | 9.43| 9.2218.07 [8.66 {8.31 | 8.78 | 9.41
10.56 19.15 ] 10.25 [ 10.58 [8.69 {9.63 | 0.00 [ 9.71 {10.59 | 10.58 {9.32 | 9.57 | 9.11 | 10.26 | 10.36
9.5 17941 9311 9.2T | 7.71{8.74] 9.71 [ 0.00 | 9.46 | 9.53 |8.15 [8.32 [ T.67 | 9.34 | 9.04
10.34 18.98 110.01 [ 10.42 [8.64 [ 9.43 [ 10.59 [ 9.46 [ 0.00 | 10.42 [ 8.97 1 9.54 | 9.01 | 10.06 | 10.12
10.26 | 8.81 | 9.84 [ 10.36 [8.34 {9.22 | 10.58 [ 9.53 [ 10.42 | 0.00 [ 9.06 | 9.39 [ 9.10 | 9.87 | 10.19
8.9717.09 1 851 9.20 | 7.20 [ 8.07 | 9.32 [ 8.15| 8.97| 9.060.00 [ 8.37 [7.79 | 8.64 | 8.74
9.55 | 7.80 | 9.28 | 9.24 | 7.21 18.66 | 9.57 | 8.32 | 9.54 | 9.39 |8.37 [ 0.00 [ 7.53 | 9.25 | 9.08
9.10 1 7.35 | 8.94| 8.74 16.86 [ 8.31 | 9.11 | 7.67 | 9.00| 9.10 | 7.79 [ 7.53 [ 0.00 | 8.89 | 8.56
9.89 18.56 | 9.47 [ 10.15 | 8.14 | 8.78 | 10.26 | 9.34 [ 10.06 | 9.87 | 8.64 [9.25 [ 8.89 | 0.00 | 9.99
10.20 [ 8.58 | 9.87 [ 10.08 [8.27 {9.41 {10.36 [ 9.04 {10.12 1 10.19 [ 8.74 1 9.08 | 8.56 | 9.99 | 0.00

=l =l ||l |lmlo || | =

o |=

Figure 1 is a scatter plot of the weight of even #uge similarity with the corresponding node wimettbe
horizontal axis represents the degree of similattity vertical axis is connected to the edge wsight
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Fig. 1: Similarity degrees of each two nodes and the weights of their corresponding edges

From Figure (1), there is a positive relationshgtvieen similarity and even edge weights. Howeves, positive
correlation is not very obvious. Similarity in somedes is not high, but even edge weights is gheidicates that
there is a higher correlation coefficient of vatebbetween these nodes, and this high correlatefficient cannot
be explained by other factors. In other words, éhigr higher that the correlation really belongstitemselves
between those two nodes.

Again, calculate correlation between any two nqdg¥to obtain the following results, accordingequation (3) c:

Tab. 4: Degrees of associations of each two nodes

A

B

C

D

B

F

G

H

[

J

K

L

Il

N

0

0.00

0.34

0.66

0.53

0.40

0.67

0.59

0.43

0.61

0.61

0.50

0. 36

0.33

0.65

0.50

0.34

0.00

0.39

0.38

0.42

0.20

0.39

0.35

0.36

0.43

0.71

0.40

0.34

0.37

0.44

0.66

0.39

0.00

0.45

0.38

0.72

0.55

0.32

0.58

0.64

0.58

0.28

0.14

0.70

0.46

0.53

0.38

0.45

0.00

0.36

0.43

0.60

0.67

0.57

0.55

0.34

0.63

0.64

0.48

0.60

0.40

0.42

0.38

0.36

0.00

0.33

0.40

0.15

0.27

0.45

0.14

0.55

0.39

0.35

0.33

0. 67

0.20

0.72

0.43

0.33

0.00

0.54

0.25

0.54

0.64

0.40

0.25

0.11

0.75

0.33

0.59

0.39

0.55

0.60

0.40

0.54

0.00

0.51

0.62

0.57

0.44

0.55

0.53

0.57

0.57

0.43

0.35

0.32

0.67

0.15

0.25

0.51

0.00

0.54

0.42

0.37

0.57

0.72

0.33

0.65

0.61

0.36

0.58

0.57

0.27

0.54

0.62

0.54

0.00

0.53

0.56

0.42

0.45

0.57

0.60

0.61

0.43

0.64

0.55

0.45

0.64

0.57

0.42

0.53

0.00

0.42

0.47

0.31

0.65

0.49

0.50

0.7

0.58

0.34

0.14

0.40

0.44

0.37

0.56

0.42

0.00

0.10

0.15

0.50

0.50

0.36

0.40

0.28

0.63

0.55

0.25

0.55

0.57

0.42

0.47

0.10

0.00

0.79

0.33

0.55

0.33

0.34

0.14

0.64

0.39

0.11

0.53

0.72

0.45

0.31

0.15

0.79

0.00

0.21

0.57

0.65

0.37

0.70

0.48

0.35

0.75

0.57

0.33

0.57

0.65

0.50

0.33

0.21

0.00

0.41

[l b= I el =SSN Sl Bl [==R el ezl sol =2 [apl [e=h i=—g

0.50

0.44

0.46

0.60

0.33

0.33

0.57

0.65

0.60

0.49

0.50

0.55

0.57

0.41

0.00

In addition, Table (4) also reflects the correlatimetween the reasons. Among all the factors,gtiado pay special
attention to the factor that did not comply withogoworkmanship. This factor is highly related te #xchange and
a communication failure, intermittent lookout, doest send the right signal manipulation. Judgingmnirthe
classification factors, communication exchangestakes, intermittent lookout, did not send the riglgnals are
manipulated to observe the process of human erHowever, it failed to comply with good craft beggmto the
planning process of human errors. Result from Td8)eshows that the failure to observe the prodssthe
maximum related to the human factors accidents,th@glanning process error and observation emocgss is a
mutually reinforcing.
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C. Obtain the most important factors

Table (3) already reflects the main direct reasfomuonan factors accidents, and also reflects theuahuelationship
between reasons. But it is impossible to directpaude the most important reason of human facdocsdents.
Because some factors have relatively low relatignglith human factors accidents, but due to infeesiof other
factors, it could become a very important indire@tise. Such indirect causes may be even more iampahtan the
direct cause, which is easily overlooked.

In this case, degree of importance of each fasteaiculated by the formula (4), so that you cad finost possible
factors leading to the accident, there may everestaittors which are difficult to detect but verypiontant indirect
causes are found. Following results are found afdgulating the importance of each factor and ireplccording
to the degree of importance.

Degree of Importance of each Factor

4.50
4.00
3.50

L)

% 3.00

£ 2.50

2

£ 2.00
1.50
1.00
0.50
0.00

Factors
&
< NG

Fig. 2: Importance degrees of all factorsand their ranks

Figure 2 shows three of the most important causésiman factors accidents which have memory lagdaéare to
comply with the rules, and failure to comply witloagl workmanship. These three factors have low direc
relationship with human factors accidents. So thiles=e factors are human factors accidents potefgizger which

is important but easily overlooked.

D. Analysis

Through multiple correlation analysis model baseadtie relationship established link above forectm, results
show that the proposed method in the human faetiglents analysis may solve related factors aisatiige to an
accident in the rail transport of human analysipliaptions. In particular, it is associated with Itiple factors
analysis, and based on these conclusions. Follothireg conclusions can be drawn:

(1) The relationship between the correlation coeffit, and the factors are directly related to tlegree of
importance

For a particular factor, and the correlation caédfit between the accidents, direct correlation] #ector
importance is defined by the following states:
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Correlation coefficient

Remove the distributions of other factors to it

Direct correlation

Add its distributipns to other factors

Factor importance

Fig. 3: Relationsamong correlation coefficient, direct correlation and factor importance

Thus, two factors between multiple correlationsragnly considered by the degree of importancectwribution
of other factors and factors that drive the cotretecoefficient (i.e. indirectly related to thecédent) to other
factors. Factors important factor in the higherrdegf indicators can lead to more accidents.

(2) The results from the correlation coefficienhdathe factors directly related to the degree gbartance of
comparison.

Tab. 5: Threefactorswith the maximum cor responding indicator

Indicator Factors

Correlation coefficient Not sending the right silgnand intermittent lookout, failing to comply withe rules

Direct correlation Communication exchanges mistakesrmittent lookout, did not send the right sifn

Factor importance Have memory lapses, failure toplp with the rules, and failure to comply with gbaorkmanship

From Table 5, the ranking results from the thregicators are different. This indicates that theadsg#t multiple
correlations between random variables issues &etiokly addressed.

(3) Human factors most likely lead to an accident

In figure 2, these three factors of memory lap&aiyre to comply with the rules, and failure tongply with good
workmanship are most likely to lead human factasident. But because these three factors direethtad to the
degree of human calculation results are not thatgsé this indicates these three factors areradew by other
problems, and indirectly lead to human factor ascid, which are usually easily overlooked. Thersfanalyzing
the factors importance index can effectively fingbbrtant human factors accident potential danger.

CONCLUSION

Human factor error analysis is an important parthafman factors reliability, playing a significardle in the
man-machine systems reliability assessment and hdiactors prevention of accidents. Among methodsnaflysis,
there exists a problem on multiple correlationsmMeein the factors. By introducing link predictiorchiaology, in
this paper a solution to the problem of multipleretations between the degree of correlation antbfamportance
indicator systems are established. Moreover, theempaerifies the positive role of new index systefthe
discovery of potential accidents by calculatingretation predicted with link and algorithmic facdoimportance
and the train accident analysis instance.

However, there still exists a space for improvememtalgorithms in the selection of threshold part@mand
attenuation factor or calculation. The next stelp lvé the follow-up study of the following aspects:

1) CN index is just one of the right computing naimilarities in many indicators to study the effeof different
node similarity index of the model.

2) Further study formula (4) of the method of atigtion factor.

3) Try to use the Indexes and algorithm of humatofa accidents of this paper in other outsidelfiel
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