Research of liver cancer detection based on improved K-NN algorithm
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ABSTRACT

As a simple and effective classification algorithm, k-Nearest Neighbor (K-NN) algorithm is widely used in many fields. In order to improve the efficiency of classification in Liver Cancer Detection, the Principal Component Analysis (PCA) method is applied to the K-NN algorithm, which selects the effective features efficiently. Building new attribute sets and applying new effective features to K-NN classification separately, to obtain the correct classification rates of new effective features. Then the correct classification rates are applied to the K-NN Algorithm for classification as the distance weight. The improved K-NN Algorithm has been applied to Liver Cancer Detection, and the experiment indicated has obtained the good effect.
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INTRODUCTION

Distinguishing normal liver and liver lesions, then determining the type of liver disease is the final problem in computer aided diagnosis system on liver cancer. At present, to solve this problem, the principal way is using texture feature and shape feature of liver, combine with classification algorithm of data mining[1]. Being a classical classification algorithm, the K-NN algorithm is applied widely. In this paper, based on the further analysis of the traditional K-NN algorithm, the distance model of K-NN algorithm was improved, and then using the improved K-NN algorithm into the process of classification and identification of liver cancer. Experimental results indicate that this new improved K-NN algorithm has significant effectiveness.

ANALYSIS OF TYPICAL K-NN ALGORITHM

K-NN algorithm is a comparatively mature theory method. The main classification principle is as follows: In the feature space, if most of the samples in k-Nearest Neighbors of the sample to be classified belong to a category, the determination of the sample to be classified is that this sample also belongs to the category [2].

The fundamental ideas of Classification algorithm of K-NN is as follows: For a given unknown sample, the calculation of distance between training samples and unknown sample is proceed at first, then select k-Nearest samples from training samples set with the nearest distance between training sample and the given sample. And the classification of the unknown samples is according to these k-Nearest samples’ category.

The algorithm assumes that all the samples corresponding to the points in the n-dimensional space Rn. In the n-dimensional space, the feature vector set for sample x is as follows:

\[ <a_1(x),a_2(x)\ldots a_d(x)> \]  

(1)

Notes: an(x): the nth property values of sample x.
The distance between the two samples $x_i$ and $x_j$ is indicated as $d(x_i, x_j)$. Expressed by Euclidean distance is as follows:

$$d(x_i, x_j) = \sqrt{\sum_{r=1}^{n} (a_r(x_i) - a_r(x_j))^2} \tag{2}$$

According to the formula (2), the k-nearest neighbor of the sample to be classified is selected. The key points play an important role, in the process of application of K-NN algorithm model are as follows:

1. The selection of training samples;
2. The mathematical model for calculation of distance;
3. The selection of the value of K;
4. The basis for classification;

These key points above have important influence on the accuracy of classification of K-NN algorithm. These influencing factors reflect in the progress of the application of classification are as follows:

1. The features with no effect on the classification or with little effect on the classification are involved in the progress of the application of classification, which reduce the accuracy of classification;
2. The features involved in the progress of classification invariably with different influence degree. These features will have adverse effects on the classification, on condition that different weight values are not attached to these features according to these influence degree;
3. The different distance models, reflecting relationships among features, have different degree of influence in the progress of classification. The selection of different distance model will obtain different accuracy of classification.

Most of the improved K-NN algorithms are according to these factors above and combining with the specific application of different fields. Removing features with little effect on the classification and improving the distance model are the hotspots of the improvements of K-NN algorithm.

THE PRINCIPLE OF IMPROVED K-NN ALGORITHM

In this paper, removing features with little effect on classification and improving the distance model is the main direction of K-NN algorithm improvement.

The basic principle of improved K-NN algorithm is as follows: Firstly, the PCA method was introduced into the progress of classification of K-NN algorithm, in order to remove these features with little effect on the classification, and obtain new features described as principal component [2, 3]; secondly, different proportion values were attached to new features according to their influence degree, and participate in the computational of distance model, in order to obtain the improved distance model, which reflects the degree of impact of each new feature in classification; finally, colligating the steps described above, choosing the appropriate value of “K” and classifying the samples.

AThe Principle of PCA

To remove features with little effect on classification, we introduced the PCA into the process of classification of K-NN algorithm. The goal of PCA is to identify the most meaningful basis to re-express a data set. The hope is that this new basis will filter out the noise and reveals hidden structure. The PCA produces a series of unrelated new comprehensive indicators, by constructing appropriate linear combinations of the original features of samples, and then selects new comprehensive indicators produced in the step described above, which keep the information of the original indicators of sample as much as possible, finally, using these selected new comprehensive indicators, instead of the original indicators of samples, to analyze and solve problems[4].

The principle of PCA is as follows:

Assume that the original features of sample (the original indicator) are described as follows: $x_1, x_2, x_3, ..., x_m$, and the new comprehensive indicators, corresponding to the original indicator, are described as follows: $y_1, y_2, y_3, ..., y_p$ ($p \leq m$), and the relationship between the two indicators is as follows:
The selected new comprehensive indicators $y_1, y_2, y_3, \ldots, y_p$ are described as the 1st, 2nd, 3rd…, Pth principal component of the original indicators $x_1, x_2, x_3, \ldots, x_n$, and $y_i$ accounted for the largest proportion in the total variance, and the proportion of the rest indicators are decreasing according to the order. In the process of analysis of practical problems, the principal components with larger proportion are selected, in order to reduce the number of variables, grasp the principal contradiction, and simplify the relationship between variables.

B The Principle of Improved Distance Model
The weight values of every principal component were also introduced into the distance model, in order to improve the effectiveness of distance calculation. The basic principle of improved distance model of K-NN algorithm is as follows:

1) Every single principal component was used in classification of classical K-NN algorithm separately at first (the 1st classification), and the correct rate of classification was recorded as the weight value of principal component.

2) Using the recorded weight value of corresponding principal component to participate in the classification of K-NN algorithm (the 2nd classification).

The improved distance model is as follows:

$$d(x_i, x_j) = \sqrt{\sum_{r=1}^{n} w_r (a_r(x_i) - a_r(x_j))^2}$$

Notes:

$a_r(x)$: The rth principal component of sample $x$;

$w_r$: The correct rate of the rth principal component of sample $x$ obtained in the 1st classification.

$d(x_i, x_j)$: The distance between any two samples $x_i$ and $x_j$.

C The Basic Steps of The Improved K-NN Algorithm
The basic steps of the improved K-NN algorithm are as follows:

1) The features of the samples to be classified are analyzed with PCA, to obtain every components and their proportion, and determine the principal component to participate in classification of K-NN algorithm, which can decrease the number of components, and reduce the computation and computational complexity of classification.

2) Every single principal component is used in classification of classical K-NN algorithm separately, and then the correct rate of classification is recorded as weight values ($w$), in order to participate in the distance calculation of K-NN algorithm in the next step.

3) The distance between any two samples are calculated with the weight values ($w$) by the formula (7), and then choose the appropriate value of “K” by experience, in order to obtain the results of classification.
APPLICATION OF IMPROVED K-NN ALGORITHM IN CLASSIFICATION AND IDENTIFICATION OF LIVER CANCER

Texture feature and shape feature of liver is the main basis of classification and identification of liver cancer. Generally, normal liver and liver with diseases are distinguished by texture feature, and the types of liver cancer are distinguished by shape feature. In this paper, the improved K-NN algorithm is applied to classification based on texture feature and classification based on shape features respectively [5-10].

A Classification Based on Texture Features

Texture generally refers to the gray changed rules of image pixels (or sub-region) people observed. In image analysis, the digital features which describe the gray changes are defined as image texture features. Texture features are important features to reflect the macroscopic gray changes. Tissue texture can reflect human tissue normal or not. Texture pattern of normal tissue is the same. But texture pattern of diseased tissue is different. Texture of healthy tissue and diseased tissue are different in the degree of thickness and trend of distribution, So that image texture is an important feature of medical images.

Gray Level Co-occurrence Matrix (GLCM) is the most commonly used statistical analysis methods. It is an image texture feature analysis method based on the second-order conditional probability density function. It is the basis to analyze basic image model and images arranged rules [11].

In order to describe the image texture features intuitively with GLCM, some parameters which can reflect the state of the matrix are exported. The parameters obtained by feature extraction are described as follows:

1) Energy: Energy is the sum of squares of each element of GLCM and a uniform measure of gray changes of image texture; it reflects the degree of uniformity and texture’s level of coarseness of the image gray distribution. When the image texture is fine and it’s evenly distributed, energy value is bigger. On the contrary, it is smaller.

2) Entropy: Entropy is a measure of information content of image. It shows the complexity level of image texture and reflects heterogeneity of image texture. The GLCM’s grayscale is almost zero and the entropy value is also close to zero when the image presents very smoothly and has no texture at all. On the other hand, pixel values of GLCM are equal, entropy tends toward the maximum value when the image is full of fine texture, when the image shows less texture, elements values of GLCM are very uneven, and the entropy value is smaller.

3) Contrast: Contrast is also known as moment of inertia. It is moment of inertia near the main diagonal of GLCM. It measures how the values of the matrix are distributed and level of local changes within image, reflects image clarity and groove depth of texture. The deeper texture grooves are, the greater contrast is, the more clarity visual effect gains. On the contrast, when grooves are shallow and the visual effect is unclear, the contrast is small. Contrast ratio evaluates gray changes of image from another aspect. The more uneven the image shows, the greater differences the gray values are, the finer textures captured, the greater the contrast value provides.

4) Correlation: Correlation measures the degree of similarity of space GLCM in row or column direction. Size of the relevant values reflects the local gray correlation of image. When the values of matrix elements are equal, value of correlation is big. On the contrary, when there is a big difference between matrix elements, value of correlation is small.

5) Local stationarity: Local stationarity is also known as inverse gap. It is used to measure the local changes of image texture. When there is lack of change between different regions of image texture, value of local stationarity is big and local is very uniform. Local stationarity reflects the homogeneity of the image texture to some extent

The steps of classification based on texture features are as follows:

1) Using the method of PCA to calculate the components and their contributions, corresponding to the texture features are as follows:

<table>
<thead>
<tr>
<th>Component</th>
<th>Y1</th>
<th>Y2</th>
<th>Y3</th>
<th>Y4</th>
<th>Y5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution Rate %</td>
<td>25.74</td>
<td>21.66</td>
<td>24.53</td>
<td>19.82</td>
<td>8.25</td>
</tr>
<tr>
<td>Accumulation of Contribution Rate %</td>
<td>25.74</td>
<td>47.40</td>
<td>71.93</td>
<td>91.75</td>
<td>100.0</td>
</tr>
</tbody>
</table>

The accumulation of contribution of the first four components achieved 91.75%, and the fifth component contribution rate is only 8.25%. According to the data in table 1, we can conclude that the first four components can be used as the principal components.
2) Based on the step 1, every single principal component was used in classification of classical K-NN algorithm separately (the value of “K” is “7”), and then the correct rates of classification which would participate in the distance calculation of K-NN algorithm in the next step were recorded as follows:

<table>
<thead>
<tr>
<th>Principal Component</th>
<th>Y1</th>
<th>Y2</th>
<th>Y3</th>
<th>Y4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct rate %</td>
<td>65.34</td>
<td>42.76</td>
<td>52.00</td>
<td>34.81</td>
</tr>
</tbody>
</table>

3) For 1000 samples, using the principal components (Y1, Y2, Y3, Y4) as the new features, the distance between any two samples are calculated by using “(7)”, with the weight values \( \lambda \) which was recorded in TABLE 2. The value of “K” is 7, which was determined by experience. The result of classification was as follows:

<table>
<thead>
<tr>
<th>Total number of sample</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300</td>
<td>700</td>
</tr>
<tr>
<td>The number of images identified correctly</td>
<td>249</td>
<td>604</td>
</tr>
<tr>
<td>Correct Rate %</td>
<td>83.00</td>
<td>86.29</td>
</tr>
</tbody>
</table>

Notes:
- Column A: The number of images with normal liver;
- Column B: The number of images with liver cancer;

There are 300 images with normal liver, and 700 images with liver cancer. According to table 3, we can conclude that the correct rate of recognition of normal liver was 83%, and the correct rate of recognition of liver cancer was 86.29%, both of the correct rates were more than 80%, which could meet the demand of classification and identification of liver cancer in a certain extent.

B Classification Based on Shape Features

The types of liver cancer are divided as cyst, hemangioma and liver cancer. These types of liver cancer can be distinguished by shape features. The shape features are described as follows:

1) Perimeter \( P \) of the target area boundary

Suppose \( B \) is the target area boundary. The perimeter of \( B \) refers to the length of the smallest outer boundary contour of the connected region. The number of pixels along a boundary gives a rough approximation of its length. A method based on the 8-neighborhood chain code is employed to calculate the perimeter of boundary. Using 8-neighborhood chain code to trace the outline of the target area and record the chain code value. Suppose the number of even pixels on the outer contour was \( M \), the number of odd pixels was \( N \), So that, the function of calculating the perimeter of connected region is as follows:

\[
P = M + \sqrt{2N} \quad (8)
\]

Although the calculation is complex and low speeded, accuracy is higher than the other methods.

2) The Length and the width of the target area

(1) The length of the target area (Maxd): The distance between two points on the boundary which are widely separated is defined as the length of the target area.

The length of the target area is defined as:

\[
\text{Maxd} = \max_{i,j}[D(p_i,p_j)] \quad (9)
\]

Where Maxd could be Euclidean distance, or block distance or chessboard distance, \( p_i \) and \( p_j \) are points on the boundary.

(2) The width of the target area

The straight line between the two points with longest distance divides the target area boundary into two categories. The sum of the maximum vertical distances between the points on different parts of the boundary and the straight line is defined as the width of the target area. The width of the target area is calculated as follows:

1. Record two terminal vertex of the two points with longest distance,. \( A(x_A, y_A) \), \( B(x_B, y_B) \).
2. Link the endpoints \( A \) to \( B \) to a straight line \( L \). Divide points of the target area into two categories: from point \( A \) to point
B, the clockwise points on the target contour can be collect as one category, and the other category contains those points on counterclockwise direction.

- Calculate the longest distance $x_1, x_2$, between points from those two categories to line $L$ respectively.
- Calculate the width of the target area.

$$\text{Mind} = x_1 + x_2 \quad (10)$$

3) Area $A$ of the target region

There are many methods to calculate the target area of digital image. A method based on counter chain code was adopted in this paper. Get integral for $x$-axis along eight-neighborhood chain code contour, then the area of the target region base on 8-neighborhood chain code can be obtained. The calculation formulas are as follows:

$$A = \sum_{i=1}^{N} [dx(c_i)]y_{i+1} + \frac{1}{2} dy(c_i)] \quad (11)$$

$$y_i = y_{i+1} + dy(c_i) \quad i = 1, 2, \ldots, N \quad (12)$$

Note:

$y_i$: The vertical axis;

$N$: The number of chain code value;

$dx(c_i)$ and $dy(c_i)$: The offset of the horizontal and vertical coordinates.

4) Perimeter and area of Minimum External Rectangle (MER)

Minimum External Rectangle (MER) is the rectangle formed by the maximum diameter and the minimum diameter. Perimeter of MER is calculated as follows:

$$p_r = 2(\text{Maxd} + \text{Mind}) \quad (13)$$

Area of MER is calculated as follows:

$$A_r = \text{Maxd} \times \text{Mind} \quad (14)$$

5) Circularity

Circularity is also known as compactness. It is used to describe the circularity of regional shape. Circularity is calculated as follows:

$$C = \frac{P^2}{4\pi A} \quad (15)$$

Note: $C$ is circularity, $P$ is the perimeter of regional bounder, and $A$ is the regional area. When the region is circular, $C$ gains the minimum value 1. When the region is long and thin strip or even more complex, value of $C$ is smaller.

When size of the target region remains the same, the regional area and the length of the border are often used to describe the shape of target. For image which its area is known, the perimeter is smaller and closer to circle. Longer diameter means rougher surface and more complex shape. For image which its area is unknown, the bigger the circularity, the longer the diameter of unit area, and the more complex the shape of region.

6) Eccentricity

Suppose the length and the width of target region are known, Eccentricity is defined as:

$$K = \frac{\text{Mind}}{\text{Maxd}} \quad (16)$$

7) Rectangularity

Rectangularity of target region reflects the filling level of target area to its minimum external rectangle.

Rectangularity is calculated as follows:

$$e = \frac{A}{A_r} \quad (17)$$

Note: $A$ is the area of the target region; $A_r$ is the area of minimum external rectangle of the target region.

Rectangularity $e$ of rectangular gets the maximum value 1, e of triangle rectangular gets value 1/2, e of round get value $\pi/4$, e of ellipse get value $\pi/2$. Value of rectangularity becomes smaller for slender and curved objects.
8) Edge complexity

Edge complexity refers to the ratio of the length of irregular edge images to the length of their fitting images. Edge complexity is calculated as follows:

$$R = \frac{P}{P_r}$$  \hspace{1cm} (18)

Note: $P$ is the perimeter of target region; $P_r$ is the perimeter of minimum external rectangle of the target region.

The steps of classification based on shape features are as follows:

1) Using the method of PCA to calculate the principal components and their contributions, corresponding to the shape features are as follows:

<table>
<thead>
<tr>
<th>Component</th>
<th>Y1</th>
<th>Y2</th>
<th>Y3</th>
<th>Y4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution Rate %</td>
<td>54.90</td>
<td>32.61</td>
<td>3.92</td>
<td>8.57</td>
</tr>
<tr>
<td>Accumulation of Contribution Rate %</td>
<td>54.90</td>
<td>87.51</td>
<td>91.43</td>
<td>100</td>
</tr>
</tbody>
</table>

The accumulation of contribution of the first two components achieved 87.51%, and the accumulation of contribution of the 3rd and 4th component are only 12.49%. According to the data in table 4, we can conclude that the first two components can be used as the principal component.

2) Based on the step 1, the two principal components were used in classification of classical K-NN algorithm separately (the value of “K” is “5”), and then the correct rate of classification which would participate in the distance calculation of improved K-NN algorithm in next step was recorded as follows:

<table>
<thead>
<tr>
<th>Principal Component</th>
<th>Y1</th>
<th>Y2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct Rate %</td>
<td>35.90</td>
<td>78.00</td>
</tr>
</tbody>
</table>

3) For 700 samples, using the principal components (Y1, Y2) as the new features, the distance between any two samples are calculated by the formula (7), with the weight values $w$, which were recorded in table 5. The value of “K” is 5, which was determined by experience. The result of classification was as follows:

<table>
<thead>
<tr>
<th>Total number of sample</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>140</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>The number of images denitrified correctly</td>
<td>246</td>
<td>103</td>
<td>227</td>
</tr>
<tr>
<td>Correct Rate %</td>
<td>82.00%</td>
<td>73.57%</td>
<td>87.31%</td>
</tr>
</tbody>
</table>

Notes:
- Column A: The number of images with cyst;
- Column B: The number of images with hemangioma;
- Column C: The number of images with liver cancer;

There were 300 images with cyst, 140images with hemangioma, and 260 images with liver cancer. According to table 6, we can conclude that the correct rate of recognition of cyst was 82%, the correct rate of recognition of hemangioma was 73.57%, the correct rate of recognition of liver cancer was 87.31%, and the correct rate of recognition of cyst and liver cancer were more than 80%.

CONCLUSION

Combined with the specific characteristics of classification feature of live cancer, in this paper, we proposed an improved classification algorithm of K-NN, and provided the detailed description of the improved algorithm. The experiment proved that the algorithm proposed in this paper can obtain better results in classification and identification of live cancer, and the results of the experiment are as follows: 1) In addition to liver hemangioma with the accuracy as 73.57 percent which is less than 80 percent, the rest of the classification accuracy are more than 80 percent, can meet the demand of classification and identification of live cancer in a certain extent; 2) This improved algorithm is suitable for the classification with a few features, especially for classification and identification of live cancer, nonetheless its time efficiency is lower than traditional K-NN algorithm, which may also need a little more improvements.
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