
Available online www.jocpr.com 
 

Journal of Chemical and Pharmaceutical Research, 2016, 8(6):472-476                     
 

 

Research Article ISSN : 0975-7384 
CODEN(USA) : JCPRC5 

 

472 

Regularization Rotational motion image Blur Restoration  
 

Zhen Chen1 and Xinya Chen2 * 

 
1Department of Electronic and Communication Engineering, Henan Institute of Technology, Xinxiang, 453003, China 

2Department of Mechanical and Electrical Engineering, Henan Institute of Technology, Xinxiang, 453003, China 
____________________________________________________________________________________________ 

 
ABSTRACT 
 
Motion image blur is very common in the blurred images, and rotating motion image blur is one kind of special and 
general fuzzy form. Based on the principles of linear motion image blur restoration, to change the rotary motion image 
into linear motion image blur , this paper propose a regularization recovery mode which is equipped with a norm 
l1-l2, and with the help of alternative separable function algorithm to solve the model. As a result of the regularization 
method of norm l1-l2to the noise and ringing has a good inhibitory effect is that the recovery effect is very good. 
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INTRODUCTION 
 
Image restoration is important in image processing. The specified degradation model can rejuvenate degraded images. 
Rotary motion image blurred image is working in the high speed rotating platform. To some extent, there is 
considerable relative rotation angle between Imaging system in a short exposure time and the target, which results in a 
blurring of the acquired picture.  
 
Rotating motion image blur is variable space, the farther from the image center of rotation, the lager fuzzy parameter is, 
and the higher the fuzzy degree is. The early researchers have provided many effective resolutions about the restoration 
of rotational motion image blurred images. Sawchuk [1] puts forward a method for restoration based on geometric 
coordinate transformation. Hanyu Hong [2] presents the restoration of motion image blur under the boundaries of 
non-zero values, and provide when fuzzy path beyond the pixel plane based on domain knowledge to guide the 
forehead secondary recovery algorithm. Shuyue Chen [3] puts forward the restoration of rotational motion image 
blurred images based on difference method. First, the rotation of images should be change into linear motion image 
blurring, and recover the image of transformation by difference method, then convert restoration image into the 
appropriate coordinate position. 
 
First, this paper introduces the model of rotating motion image blur, the degradation function of rotating motion image 
blur is derived, and from the angle of solving linear system of equations, common least-squares filtering algorithm is 
described, to show the advantage of regularization method on image restoration, then presents restoration algorithm 
based on regularization strategy, to solve the model with the help of alternative separable function algorithm. 
 
The model of rotational motion image blurred images 
Generally, the model of motion image blur is 

0 00
( , ) ( ( ), ( ))

T
g x y f x x t y y t dt= − −∫                                                                                                   (1) 

 

T is exposure time, ),( yxf is the original image, ),( yxg is blurry image, )(),( 00 tytx is fuzzy path. 
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Though the pixel point is the line integral and superimposed along the fuzzy trajectory, in the process of the rotational 
motion image blur, the fuzzy path is a series of concentric circles, and the model of rotational motion image blurred 
images is 
 

0
( , ) ( cos( ), sin( ))

T
g x y f x r t y r t dtω ω= − −∫                                                                                   (2) 
 
We noted that ω is angular velocity, r is the distances from the rotation center to the pixel point. We write the equation 
in a form that corresponds with the polar geometry 
 

0

1
( , ) ( , )

T
g l r f r l s ds

T
= −∫

                                                                                                                   (3) 
 
Satisfying Trl ω= , trs ω=  
 
By one-dimensional equation:  

0

1
( ) ( )

ra

r r
r

g l f l s ds
a

= −∫
                                                                                                                    (4) 

In order to carry on the type of discretization, we use Discrete coordinates i to present it: 
1

( ) [ ( ) ( 1) ( 1)]r r r r r
r

g i f i f i f i a
a

= + − + + − +L                                                                                  (5) 

We note that ra is blur extent, )(xh is point spread function, we write it by the form of discrete convolution: 
1

0

( ) ( ) ( ) ( ) ( )
RN

r r r r r
m

g i f m h i m f i h i
−

=

= − = ∗∑
                                                                                           (6) 

Which is expressed in the matrix form, then get singular matrix: 
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                                                                      (7) 

 
Image restoration algorithm 
Image restoration is a typical "pathological" problem. Pathological inverse problem can be directly solved by the least 
square algorithm, more classic method is least square method [4], Its central idea is estimated data by minimizing the 

error between actual data and the square to search the optimal solution of the problem, 
2

minargˆ gHff
f

−= .But 

the result is instability through this method, if there is a little disturbance aboutg , the result will be having great 

fluctuations. About this problem, the regularization method can effectively suppress the high frequency oscillation 

phenomena, so this paper use the 21 ll − norm regularization model to solve image restoration 







 +−=

1

2

22

1
minargˆ xgHff

f
λ                                                                                                   (8) 

In this model,
11 xl λ= represents the constraints, 

2

22 2

1
gHfl −=  represents the fidelity term. 

 
There are many methods to solve the mixed norm model, common methods include the original dual interior-point 
method and iterative-shrinkage algorithm .This article uses separable alternative method[5] which one of 
iterative-shrinkage algorithm. 
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Based on the approximate point algorithm of the optimization method ,the basic idea of the separable alternative 
method is upper boundary function of objective function )(xf  in the optimization problem. The separable alternative 

method referred to as “SSF algorithm”, The method is to use separability of 1l  to get the analytic solution directly 

when minimizing the boundary function. 
 

1Qλ : min
x
imize  

2

2 1

1
( )

2
f x Ax b xλ= − +  

2

2

1
( )

2
g x Ax b= −                                                                                                                               (9) 

Using Taylor formula in 0xx = about )(xg , it can be expressed as 

0 0 0 0 0( ) ( ) ( ) ( ) ( ) ( )T T Tg x g x g x x x x x A A x x= + ∇ − + − −                                                                  (10) 

With cI to replace the type of AAT , I is a unit matrix,c as the constant , and 
2

Tc A A≥ . To define a new function  

2

0 0 0 0 2
ˆ ( ) ( ) ( ) ( )Tg x g x g x x x c x x= + ∇ − + −                                                                                     (11) 

Obviously, ˆ0 ( ) ( )g x g x≤ ≤ , so the objective function has the same properties 

1 1
ˆ ˆ( ) ( ) ( ) ( )f x g x x f x g x xλ λ= + ≤ = +                                                                                       (12) 

 

Therefore, ˆ ( )f x  can be regarded as upper boundary function of the objective function ( )f x . 

First of all , to solve the optimal solution of ˆ ( )f x , further 

2

21

1

2

20000 )()()()(ˆ

vxcxconst

xxxcxxxgxgxf T

−++=

+−+−∇+=

λ

λ
                                                                    (13) 

Among the expression 0 0

1
( )

2
v x g x= − ∇  

 

By separating elements of vector in the functionˆ ( )f x and accumulate them, so the expression as 

{ }∑
=

−++=
N

j

jvjxcjxconstxf
1

2])[][(][)(ˆ λ                                                                                   (14) 

 
Among the expression, ][ jx and ][ jv respect first j elements of vectorx and v ,and Nj ,,2,1 L= .If we 

know 0x ,we can getv ,so we can get the minimum solution of )(ˆ xf , Suppose this solution as1x  










−

≤
=

othersjvsign
c

jv

c
jv

jx

])[(*][

][0
][1 λ

λ

                                                                         (15) 

In this expression, )(•sign as a symbol function, if 0≥x , 1)( =xsign ,and if 0<x , 1)( −=xsign  

In order to express simplely ,the expression can be as 

1 / / 0 0

1
( ) ( ( ) )T

c cx S v S A b Ax x
cλ λ= = − +                                                                                            (16) 

S is a contraction function and c/λ is a contraction threshold. 
The process of SSF algorithm as follow 

The initial value 0x , the initial residual value 00 Axbr −= , constant 
2

*01.1 AAc ′=  

The iteration: the first k iteration, do the next step 

Calculate: 1−′= krAe  
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Calculate: )/( 1/ cexSe kcs += −λ  

a. Linear search: Along the direction down to find the best step length 

Update the solution: )( 11 −− −+= kskk xexx µ  

Update the residual: kk Axbr −=  

Stop condition: If somenumberxx kk ≤− − 21 , Stop the iteration ;Otherwise enter the k+1 iteration 

The output: After 1+k iteration convergence and solution askx  

 
Rotating motion image blur is variable fuzzy space, if we implement the above algorithms directly, we can't restore the 
rotate blurred image, so we will convert rotate the fuzzy problem into linear fuzzy to recover. Assumes that the center 
of rotation asO , The distance of radius from the center of the circle asr .According to ther raised to divide the image 
into different sizes of concentric circles , by the Bresenham Method, we extract all the pixels on the concentric circles 

according to the direction of rotation along the fuzzy path. Next we take them as row vector nggg ,,, 21 L , so the 

rotating motion image blur can approximate linear motion image blur. 
 
Image restoration result 
In the experiment, the size of the rotary motion image blurred image as 231×231, the image center as center of rotation, 
and the angle of rotation is 30°. Recovery effect as shown in figure: 
 

     
 

Fig. 1 Rotating motion image blur                      Fig. 2 Recovery clear figure 
 
The steps of using KCN to have cluster analysis can be shown as follows: 
(1) setting arbitrarily the initial cluster center V = (v1, v2, ..., vc), as well as the convergence threshold as ε; 
(2) calculating the Euclidean square distance of each pixel xk to each cluster center d2ik=(xk-vi)T(xk-vi); 
(3) according  to the following  formula to  correct  d2ik m,  so  as  to get  the corresponding class when it gets 
minimum value. 
 
vi,t+1=vi,t+1+aik,t(xk-vi,t) 
 
Among them, aik,t is the learning coefficient of network, usually 0<aik,t<1, at the same time, it will be decreased when 
the number of iteration is increased. 
 

(4) calculating E = Vt −Vt +1 
 2 , if E <ε, then the training can be finished, otherwise, it will turn to (2). 

(5) using the obtained v acquired by network convergence, according to the principle of maximum degree of 
membership to have classification for each pixel. 
 
As it can be seen from KCN algorithm flow, it is a hard clustering algorithm. In FCM algorithm, the effect of all image 
pixels on each class must be considered, while for KCN, each fruit image pixel only affects its nearest class. In this way, 
the benefits of KCN is to get the network converges faster than that of FCM, but the disadvantage is the clustering 
accuracy will be lower than that of FCM. 
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CONCLUSION 
 
In this paper, the image is divided into many concentric circles based on the center of the circle center of rotation .And 

based on the least squares algorithm, we replace2l norm with 1l norm, and using SSF algorithm to solve the 

21 ll − mixed norm of the linear problem. This algorithm is not sensitive to outliers, and can effectively handle noise 

factors. 
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