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ABSTRACT 
 
Four kinds of improved genetic algorithm are designed in this paper combining the standard genetic algorithm with 
the hierarchical strategy and the idea of simulated annealing. They are namely hierarchic genetic algorithm, 
simulated annealing genetic algorithm and simulated annealing hierarchic genetic algorithm. The availability and 
the validity of these algorithms have been verified by the calculation results. The further performance analysis of the 
algorithms proves that not only the global convergence but also the genetic evolution speed are improved through 
the modified algorithm introduced in this paper. 
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INTRODUCTION 
 
Genetic algorithm （GA） is a stochastic optimization method which simulates the evolution of biological 
populations. It is of strong robustness and optimization ability, but the standard genetic algorithm does not guarantee 
the global optimal convergence.[1-2].Generally, the first is premature convergence and the second is the low 
searching efficiency at later evolution process. 
 
In order to overcome the defects of the standard genetic algorithm, two improved methods have been introduced in 
this paper. On one hand, it attempts to combine the standard genetic algorithm with other optimization methods 
organically to fuse the respective advantages of different algorithms; on the other hand, the design of genetic 
manipulation (for example: coding) of standard genetic algorithm itself is modified to improve its global search 
capability and convergence performance. 
 
APPLICATION EXAMPLES 
The optimization of (N+M) fault-tolerant systems aims at the lowest total cost within the life cycle. The total cost C 
is the sum of C1 and C2 .Here, C1 is the purchase cost of the controllers, which is related to their amount, reliability 
and maintainability. C2 is the direct economic loss due to the unreliability of the controllers during the life cycle, 
and it is related to the nature of the controlling process and the amount of abnormal controllers. Meanwhile, (N+M) 
fault-tolerant systems satisfy the constraint of guarantee availability[3]. 
 
The cost optimization model of (N+M) fault-tolerant systems is as shown in formula (1). 
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In the preceding equations, N is used to express the amount of working controllers, M is the amount of standby 
ones, λ/µ indicates the ratio of the failure rate to the repair rate,  K0 expresses the price of a single controller when 
λ/µ=λ0/µ0 ,  K1 is the cost we have to pay for the abnormal work in a single process, PM+I indicates the 
probability when the system is in the (M+i)th state, and A is the availability of the system, G is the guarantee 
availability. 
 
The above model has the following features: 
(1) It is a hybrid optimization problem which includes integer variables and real variables. 
(2) The objective function and the constraints show high nonlinearity. 
(3) The polynomial expressions of the constraints are not fixed. 
(4) Contour area of the objective function is very narrow. 
(5) The objective function is multi-peak. 
(6)The figure away from the optimal solution is steep. 
(7) The figure becomes flat in the vicinity of the optimal solution for each peak. Therefore, to optimization model, it 
is very difficult to obtain global optimal solution by standard genetic algorithm[4-10]. 
 
IMPROVED GENETIC ALGORITHM 
3.1 Hierarchic Genetic Algorithm. 
The basic idea to solve the problem of premature convergence is to keep the diversity of the individuals in the 
group. Hierarchical genetic algorithm is divided into N sub populations in a low level, this N genetic algorithms had 
better have bigger differences on the feature setting, which can generate more types of excellent schema for 
high-level genetic algorithm while maintaining the excellent individual evolution stability , under the condition of 
that the population size does not expand. 
 
This algorithm first generate N * n samples randomly (N≥2, n≥2 ), and then divide them into N sub populations. 
Each population consists of n samples obviously. They run their own genetic algorithm respectively and 
independently, recording them as GAi ( i= 1, 2,…,N ). After the genetic algorithm of each sub population run to a 
certain generate, record the results of N genetic algorithms to two-dimensional array  R[1 ~ N, 1 ~ n], where R[ i , 
j] ( i = 1 ~ N, j = 1 ~ n ) indicate the jth individual of the populations in the results of GAi. At the same time, the 
average fitness values of the N results is recorded in the array A[1 ~ N], where A[i] express the average fitness 
values of populations in the results of GAi. 
 
High-level genetic algorithm is similar to the standard genetic algorithm in operation. The results will be passed 
back to the lower genetic algorithm after the algorithm runs to a certain generation. When N GAi run to a certain 
generation respectively once more, update the array R[1 ~ N, 1 ~ N] and A[1 ~ N] again, and start a second round of 
high-level genetic algorithm. Followed by reciprocating, until that the satisfied solutions are obtained[11-15].  
 
The low-level genetic algorithm is divided into three sub populations in this paper, and each of them adopts different 
coding method respectively. 
(1)The first sub population and the high-level populations are coded by floating-point method. 
(2) The second sub population encodes M (integer variable) using binary coding method, and encodes λ/µ (floating 
point variable) using floating-point method. 
(3) The third sub population is also coded by the binary method. At the same time there are great differences in 
genetic operation setting of each sub population such as selection, crossover and mutation and so on. 
 
3.2 Simulated Annealing Genetic Algorithm 
The core idea of annealing optimization is that: at the beginning of the optimization process, a high enough 
temperature T is given to make the optimization could proceed in a wider range, which can guarantee the optimizing 
process include a variety of situations; As the optimization process continue, T gradually decreasing, a certain 
pressure is exerted to the process, which can guarantee the search direction gradually close to the optimal solution 
while narrowing the scope of the optimization[16]. This article fuses the idea of simulated annealing in standard 
genetic algorithm, and its flow chart is shown in figure 1. 
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A. Simulated annealing with constraints 
There are usually two methods to deal with the constraints: abandoning the infeasible solution and using the penalty 
function. The efficiency of the former method is quite low. To the latter method, if the penalty term is excessive, it 
probably leads to premature convergence. 
 
On the contrary, the convergence is poor. Therefore, a new method of annealing penalty function is introduced in 
this paper which based on the idea of the simulated annealing algorithm. It adopts the penalty factor of the simulated 
annealing and its mathematical model is shown in formula (2). 
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Where, T1 is similar to the temperature T in simulated annealing. At the beginning of the evolution process, T1 is 
relatively high, and the penalty term 1/T1 is correspondingly small, which means that the penalty to the infeasible 
solutions is less, so some useful infeasible solution can be included in the process of evolution, which benefits the 
evolution. With the decrease of T1, the penalty term 1/T1 gradually increased along with the process of evolution, 
and the penalty of the infeasible solutions becomes bigger and bigger, at the same time, the solutions tend to the 
feasible ones and reach eventually for the optimal solutions. 
 

 
Fig. I. The flow chart of the simulated annealing genetic algorithm 
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B. Simulated annealing with crossover probability and mutation probability 
The selection of Pc (crossover probability) and Pm (the mutation probability) has direct influence on the 
convergence of algorithms. At the beginning of the evolution, in order to avoid the premature phenomenon caused 
by the rapidly propagating of several individuals with high fitness, Pc and Pm Should not be too small to enhance 
population diversity; On the contrary, in the latter evolution, when individuals are close to the optimal solutions, Pc 
and Pm should not be too large to avoid that individuals could not reach for the optimal solutions for a long 
time[17]. 
 
Adaptive Pc &Pm are designed in this paper based on the idea of simulated annealing, its functional formulas is as 
shown in formula (3). 
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Here, T2 is the reciprocal of the evolutionary generations which is similar to the temperature T in simulated 
annealing, and gen is the total preset evolutionary generations. At the beginning of the evolution, T2 is high, so Pc 
and Pm are rather big, which is beneficial to the diversity of the population; T2 decreases gradually with the increase 
of the evolutionary generations, and Pc & Pm decrease accordingly, so it is convenient for individuals to come close 
to the optimal solutions. 
 
C. Simulated annealing with crossover and mutation individual  
Here, Boltzmann survival mechanism of simulated annealing algorithm is used to solve the problem of genetic 
algorithm local solutions. It shows that individuals of each generation which is after crossover and mutation need to 
experience the process of “generating new solutions-judgment-accept/discard” during the course of evolution. The 

evolution process can accept the deteriorative solutions with a probability of exp(-∆ C/bT3) in addition to accept the 
optimal ones, which is the essence of that the simulated annealing genetic algorithm is better than the standard 
genetic algorithm to obtain the global solutions. At the beginning of the evolution process, T3 is relatively high, and 
poor deteriorative solutions are probable; With T3 decreasing gradually, the evolution process can only accept the 
better deteriorative solutions; At last,T3 approaches to zero, the deteriorative solutions will be not probable. 
Therefore, the evolution process will stride over the trap of local optimal solutions[18-20]. 
 
3.3 Design of the simulated annealing hierarchic genetic algorithm 
In this paper, a new global search algorithm is designed by combining the simulated annealing genetic algorithm 
with the hierarchic genetic algorithm, both of which have their respective advantages on overcoming the defects of 
the standard genetic algorithm. 
 
The hierarchic design method of simulated annealing hierarchic genetic algorithm is almost the same as the design 
of hierarchic genetic algorithm mentioned above in the 3.1 section. Where they are different is the choice of Pc and 
Pm, this algorithm adopt the adaptive ones with simulated annealing in the 3.2 section instead of the original fixed 
ones mentioned in the 3.1 section. Through this, the global performance and the search capability of the algorithm 
are all improved. In order to exert the merits of hierarchic genetic algorithm, Pc and Pm among three sub 
populations are different respectively. According to the idea of simulated annealing, adaptive Pc and Pm are 
designed accordingly. 
 
For the high-level population1 is as shown in formula (4). 
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For the sub population 2 is as shown in formula (5). 
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For the sub population 3, Pc and Pm are fixed value of 0.3. 
 
THE RESULTS OF SOLUTION AND PERFORMANCE ANALYSIS 
4.1 The results of solution 
For the optimization model of the (N+M) fault-tolerant systems, the choosing of the parameters are as follows: λ0/µ0 
indicates the reliability of the controllers, when it is equal to 0.01, the cost of a single controller K0=150 thousand 
Yuan, the cost equation parameter j=0.1; K1=1.2 billion Yuan; the guarantee availability of the system G=0.9995, 
and pop_size=60，generation=150. 
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In the above system, respectively choosing N=1，2，…，24, the solutions of M and λ/µ calculated by the 
programs of simulated annealing genetic algorithm show in the below TABLE I: 
 

Table I. Solutions of optimization 
 

N M λ/µ N M λ/µ N M λ/µ N M λ/µ 
1 1 0.00374 7 2 0.007864 13 4 0.024685 19 5 0.029256 
2 1 0.002683 8 3 0.018540 14 4 0.023415 20 5 0.028153 
3 1 0.002211 9 5 0.029256 15 4 0.022287 21 5 0.027141 
4 2 0.010976 10 5 0.028153 16 4 0.021278 22 6 0.036984 
5 2 0.009624 11 5 0.027141 17 5 0.031778 23 6 0.035744 
6 2 0.008632 12 6 0.036984 18 5 0.030458 24 6 0.034591 

 
4.2 Performance analysis of several genetic algorithms 
In order to compare the performance of different algorithm, six kinds of algorithms are designed in this paper. 
Performance indicators of six different algorithm show in the below TABLE II. 
 
Algorithm 1: standard genetic algorithm, Pc = 0.3, Pm = 0.3, the constraints are processed by abandoning the 
infeasible solutions; Algorithm 2: hierarchical genetic algorithm, Pc = 0.3, Pm = 0.3, the method of constraint 
processing is the same as algorithm 1; Algorithm 3: hierarchical genetic algorithm, Pc = 0.3, Pm = 0.3, but we adopt 
the method of annealing penalty function to process the constraints; Algorithm 4: simulated annealing genetic 
algorithm, the choosing of Pc and Pm is the same as the method mentioned in section 3.2, and the method to process 
the constraints is also by abandoning the infeasible solutions;  Algorithm 5: simulated annealing genetic algorithm, 
Pc and Pm are same as the ones mentioned in section 3.2, the method of constraints processing is same to algorithm 
3; Algorithm 6: simulated annealing hierarchical genetic algorithm, Pc and Pm are the ones mentioned in section 
3.3, we also adopt the method of annealing penalty function to process the constraints.  

 
Table II. Performance indicators of different algorithm 

 

Algorithm 
Average  
evolution 

generation 

Maximum  
Evolution 

 generation 

Minimum 
evolution 

generation 

Optimizing 
 time 

Average 
 optimum 

values 

Relative 
errors 
％ 

1 57 102 39 49.3 344.4868 0.05362 
2 41 98 21 72.4 344.3068 0.00135 
3 55 100 33 64.2 344.3087 0.00188 
4 13 21 6 156.8 344.3022 0.0 
5 23 51 8 42.9 344.3023 0.00003 
6 49 80 11 61.9 344.3043 0.00061 

 
The performance parameters showed in table 2 are gained when N is equal to 20. In this condition, the optimum 
value of M is 5 through looking up the table 1.The actual optimal value λ/µ can be obtained through the iterative 
method under the condition that N and M are sure. The actual optimum fitness value can also be obtained at the 
same time and is 344.3022. 
 
(1) The optimum fitness values obtained from the later five kinds of algorithms are all superior to the standard 
genetic algorithm, which shows that the modified genetic algorithms have improved in search capability.  
 
(2) The convergence time of algorithm 2 and algorithm 4 are respectively longer than algorithm 3 and algorithm 5, 
and this indicates that the convergence efficiency of the method of abandoning infeasible solutions is inferior to the 
method of annealing penalty function; But the convergence accuracy of the former two algorithms are respectively 
higher to the latter ones, which means that the search capability of the first method is better than the second one.  
 
(3) From that the errors obtained from algorithm 4 and algorithm 5 are obviously less than the values gained from 
algorithm 2 and algorithm 3 , we can see the performance of the algorithm combined with simulated annealing 
algorithm is better than that combined with hierarchical strategy.  
 
(4) Both the evolution generations and the optimizing time of algorithm 6 are inferior to algorithm 5, which tells us 
that the simulated annealing genetic algorithm which combined with hierarchical strategy is not as good as the 
original one in performance. 
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CONCLUSION 
 
The innovation points of this paper embody as follows: (1) Three kinds of improved genetic algorithms are designed 
combining the standard genetic algorithm with the hierarchical strategy and the idea of simulated annealing. (2) 
Genetic operations are also designed to make the three sub populations have genetic strategies with great difference. 
(3) The standard genetic algorithm is immerged into annealing strategy from three aspects, which is beneficial to 
improve its global optimizing ability. Algorithm analysis shows that both the hierarchical strategy and the simulated 
annealing strategy are all improvement to the standard genetic algorithm in efficiency.  
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