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ABSTRACT

The combination of traditional ant colony algoritimsolving the optimization process to consumargd amount
of time, easily falling into local optimal soluticgind convergence is slow and other disadvantagéde valso
generating a lot of useless redundant iterativeesaaperation efficiency is low. Therefore, ant ogl@ptimization
algorithm is proposed. The algorithm based on genagorithm has the ability to search the globaitaolony
algorithm also has a parallel and positive feedbanchanisms. Changes in the use of genetic algortlection
operator, crossover operator and mutation operaotion to determine the distribution of pheromometioe path,
the ant colony algorithm for feature selection gsisupport vector machine classifiers for evaluatitig
performance characteristics of the feedback sulievam And by changing the pheromone iteration, paeter
selection and increase the local pheromone updedtufe nodes guided the re-combination. The algoriuses
probability expectation values are obtained to mawder the conditions with minimal sensor nodes gives the
optimal coverage and connectivity probability maedahd reasoning. The experimental results show, tinet
algorithm can not only use the least nodes compteteeffective target area to be covered, and muoing the
network energy consumption is also greatly improwa&dhultaneously reduces the cyber source configama
improve the network life cycle.
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INTRODUCTION

Ant colony algorithm (ant colony algorithm) was gatward by Dorigo, Maniezzo and Colorni in 1991high is
the original of the ACO algorithm.The algorithmapplied to the Traveling salesman Problem eatlpélesm and
Problem, TSP) scheduling Problem, assignment PmgbRroblem solving, etc.Feature selection problsma NP
problem, selection methods are divided into twegaties: the Filter and Wrappe. Its main idea isgarch a close
to the approximate optimal solution.Process is attaristic of the Filter class mainly adopts spedifdependent
inductive learning algorithm, and its main charaste is to the whole path search speed fastértHaualgorithm in
the application process.

A precocious phenomenon, make the low accuracy;pémaplass also has the characteristic of indudéaening
algorithm and its performance as the charactesistfche evaluation and selection standard, its1roharacteristic
is algorithm accuracy is higher, but each to a sub$ the evaluation to the restructuring of thé&cwdation, the
computational complexity is high, not suitable karge-scale data search and calculation.Combinéud thwe Filter
and Wrapper is two complementary mode, a combinaifoboth for the study of ant colony algorithm yides a
larger value [1].Literature [2] is will be introded to the weights of the pheromone updating proéegsove the
global search ability by repeated iteration to obthe shortest path.Reference [3] is used by thasition
probability and pheromone distribution estimatidgoaithm combining produce new individuals to impeothe
convergence speed and global search ability tobiinleiarliness and defects[4] proposes a geneticcaluny
algorithm, the idea is to use genetic algorithnséarch the global first, and then use ant cologgrihm for the
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solution of optimization is to achieve the objeetf the optimal solution.

Improved genetic ant colony algorithm, this pap&B83 the Filter and Wrapper class characteristiggther with
mutual information as the heuristic function, thee wf ant colony algorithm to dynamic search feasubset, and
combining classifier classification effect as edion criteria, based on the characteristics ofnibee classification
precision guidance pheromone update, based on ehetig algorithm to produce a more optimal solut@n
dynamic change crossover operator and mutationatgreat the same time, the solution of the optimpath
pheromone intensity, and then according to the catbny algorithm after completion of a traversal dth
pheromone update and local pheromone iterationbafjlaipdate strategy to enhance the ability of dloba
optimization, speed up the convergence speed, yeerm improves the searching efficiency and avdid t
premature phenomena in the process of iteratigtraia redundant code, makes more accurate preasiectively
inhibit the occurrence of the phenomenon of prematenvergence, improves the genetic ant colongrigiigm in
the limitations of global convergence and improthes convergence speed, the experimental results et the
algorithm has higher efficiency.

In addition, with the increase of the sensor naateb coverage region changes, the complexity oakiperithm will
become larger, and thus computational efficiencll waduces [5][6][7]. The coverage configurationotmcol
proposed by reference [8][9][10] is to judge thetdbutive node functions qualification using thecdl node
location information, which is when the communioatiradius is greater than or equal to 2 times émsiag radius
and the networkk-cover the given convex region in the region[11][1the network isk-connected, thereby
promoting its agreement to meet the multi-coveraggirements. LEACH protocol has been improveceifenence
[13][14][15]. The main idea is: clustering routimgégorithm uses periodic random selection of clubtad node to
balance the node energy consumption and to acteveurpose to extend the network lifetime [16][18]. Under
the premise of maintaining a certain coverage amohectivity rate, in the operation of each dataeeal collected
by the sensor nodes [19], a subset of a sensoriaaidected to collect data and to realize nodbsets dynamic
scheduling conversion mechanism [20][21], and #lseve the optimal choice for each subset of detpuisition,
thereby optimizing the number of nodes, improvimgwork stability and extending the lifetime of wass sensor
networks [22][23]. Finally, the number relations mfdes needed to be deployed in coverage and dirityets
given under the condition whether there is inflleen€edge node.

PROBLEM DESCRIPTION

1. SBM model

The coverage and connectivity this paper studieséed on local positioning algorithm and has tiievang basic
assumptions:

Assumption 1: The covering radius and communicatéatius of each node showed a disc-shaped.

Assumption 2: the specific location informationitsf own node is obtained through some localizatitgorithm,
such as: the RSSI location algorithm, the Euclidgasitioning algorithm, without the participatiof large-scale
physical communications equipment.

Assumption 3: All sensor nodes are randomly andoamily deployed in square in side lendthonitoring region
Qwith consideration of the boundary of deploymengfioa.

Assumption 4: The perception of each node is muadller than the entire network coverage region, @alhdodes
are isomorphic and initial energies are equal.

Definition 1: Set up a two-dimensional plaBethe coordinates of the nodgéx,y;), the coordinates of the target
t(XeYk), the Euler distance between the nodgsand ty is less thans, perception radiug : that is

Es={t[t0 & (s )= §

, Said point, is covered bg.

Definition 2: for a given target sat={t, t,ts...t} and the sensor node 3é&t{vi,v,,vs...\1} , in a time slot, if the
target sefl in any goaly is covered by at least one node within node/sehen the target set T is full coverage.

Definition 3: suppose that nodgss, the target regions they cover &eandC;, andC' nG =0 , SO nodes; ands

are coverage connected. Suppose Tha an nodes set randomly distributed in the target megiois the set of
edges of the network diagram, indicating that ¢he= 1 positional relationship is;; ; represents the positional
relationship of nodg and the target nodg Wheng = 1 when and only when the Euclidean distanceugfet node

t and the nods is less than or equal to the perception radiustherwiseg = 0. W={w, w- w} is the initial energy
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set of sensor nodes; W is in normal distributitvewt; represents initial energy of sensor nggley; is the maximum
energy in the process of node work.

Definition 4: In the monitoring region any point kast at the same time located in the the peeptnge of
ctk
. AD] As
Knodes is known as thére-cover. Thatis = , where ¥c<n.

Definition 5: coverage rate of a pomtn coverage region is as follows:

0 ifRS<d($ )
Pe:5)= " (8- B s %<

1 |fd(§ §) ( )

d=d(s, s R- _ . .

Of which: ($ §) ( s B), €is physical parameters of the sensor ngelerepresents the monitoring
. dls, . .

dynamic parameters of the sensor nodeg;sf Sf) represents the Euclidean distance between the rseoges’’ 3 ;

When the coverag%(s’ §) of anodé meets d (3, Sf) S( R~ B), then the node is detected.

In the balance accelerate convergence and redecgtdfnation is one of the difficulties of the emtrresearch of
ant colony algorithm.The algorithm as the searchcspas large as possible, to find the possibletisolwf the
optimal solution space;Current at the same timeulshmake full use of community with the effectivdéormation,
adapt algorithm focuses on those who may have &ehigalue of individual space, with large probapili
convergence to the global optimal solution.With atyiic weighting method, based on the ant solutioalityuis
different, give different weights.According to d@ifent weight, the characteristics of ants by phermmadaptive
update.Therefore, to determine ant colony is gatheo one or a few solutions or scattered amongséach
space.Can through the calculation of the averagthefiterative solution of all the characteristafsthe subset
classification error rate and the iterative solutid the minimum feature subset classification lerabe to determine
the differences between degrees of polymerizatibmr colony.Can be concluded if the whole ant nglas
aggregation, then the difference is smaller théatively decentralized ant colony.So can be théeddhce between
the two as a measure of whether ant colony conuesge

Is ants in the iteration of the structure of thé&gon of the feature subset classification errter when updating
pheromone, for less than ants gives a relativebelaveight, the less you give weight, the gredterfor more than
or equal to the ant to give a relatively small fixgeights.So the ants in the current iterationhef selected feature
on the release of pheromones as follows:

AT(f) = {% I Bag
0 €)

One type is obtained under the weight of:

-E)/(E,—E,.
/]k :{( avg ) ( avg Emm)

0 E=z=E, )

Can see the closer, the weights of lambda appragsnéo 1.According to the formula (4) the structure
characteristics of the calculation of each iteratioe ant, again according to individual ants teict@haracteristics
of solution and the differences between the comedimg pheromone for change.So you can increasditieesity

of the solution space, improve the global seardhtylof ant colony, to avoid local convergence tfast, at the
same time also won't reduce the search speed cblomty.

In the ant colony algorithm, the ant principle elesting the next node structure solution and phere update
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rules of ant colony can search to the optimal smhuplay a decisive role.

Usually, coverage directly reflects the extent tthegt objectives are concerned, the concerned taapd region
having higher coverage, taking into account thectional relationship between sensor node p in gggon II
expectations and coverage region, shown in Fig.1.

A

90713

-
>

@ Work node QO  Sleep node Y¢  The target node

Fig.1 Diagram of connective coverage of target region and nodepin / region

Now take the analysis of Fig.1 as the example. Stheare region | is divided intd and Il two parts. Randomly
deploy the nodes in the monitoring region to cartita finite set S with the coverage region of eactle being
E(C), so that the coverage probability of eachenisdE(C)f2. When the nodes set is empty, the network coverage
of the n deployed nodes will be P(S)=(1-E@)i Thus the network nodes probability value hanbebtained in

the situation that collective S is not an empty set

P(s)=1-(1- H 9/Q) (5)

When the number of nodés “,lniﬂ E(R9) = l, which indicates that the number of nodes is lageugh, this

coverage region is completely covered[10]. Congidethe boundary effect in solving the node coveraggion and
expectations, because the square region is dividedegion | and Il, based on the concept of etqtéan value in
probability, expectation value of the coverage etfvork nodes can be obtained:

E(C)=P(Q )E(G, ¥ PQ, JE(G, . ©6)

Among them, P(Q,) angP( ), respectively represents the probability valueshefrandomly deployed nodes in

region] andIl. E(G, )andE(C“" ) denote the corresponding expectations of coveragen the even distribution

function of the random deployment of sensor nottes) gets:

P(Q,)=(1-1)°/1*,P(Q,)=2r(I -r)/1* @)

Assume that node p is in the regian, its coverage being completely contained, so tweiage expectation is:

E(C,, )= (8)

When a node p is in region Il, the region shouldatdo its sensing region of the circumference rsuting bow
region SACBD. A and B is the intersection of thesiag circle of node p and network boundaries, whrargyle is
8 = 2arccoy/ I,

the central angle formed by the node p and A, Be. i ApB=6, SO
_ |’fsl 2 _ . Iy 1
E(C,, )_2j0 S e?+smev)d>§0 A=) dy
N g : rs
0 —rs)jo (2r 6’+sm6’)d><_[0 dy ©

HYBRID GENETIC ALGORITHM
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Ants in the process of search are always hopedett the first select the evaluation function of tiegle.When the
initial, all nodes of the pheromone is consistar@ed more inspiration function to guide the anbbasic TSP
problem, the heuristic function is defined as theiprocal of the distance between the two citieghe search for
characteristics of the node is not applicable.uthé Filter class feature selection method, theuaiunformation
between features and categories can better reflectharacteristics of the importance of inspirationction for
that we will each feature nodes is defined as tlerarteristic and the category of mutual infornratias shown
below:

n, =1(1c) (10)

Initial each ant randomly placed on the charadiesiof a node, starting from the starting poirieature based on
state transition rules of the selection.After thésaconstruct the solution, for all the charactssof the solution of
training classification respectively, get the cifisation error rate, and assess its advantageslmadivantages. Ant
select features take according to the formula (10).

a . B, .
S={argmax{r(u) n)~”}, if(g< 00), uld aIIoweg(

p(s), otherwise, sO aIIoweQ (11)

HORMIE I
RO

p(s) =

ullal I%weck ( 1 2)

Among them: alpha, beta, said the relative impaaanf the pheromone and the heuristic informatiefeRs to the
current ant search all optional feature set;Saiel éimt the currently selected features;With the ufeat of
adjacency;Ants said the next step allows you tectadll of the nodes, the list of records throulgh turrent ant
nodes, when all nodes are written to thbu table, ant to complete a cycle, the route is at&ol of the problem
by.ls evenly distributed in the interval [0, 1Jdagandom variable, the rules used to determineetlagive importance
of two parts, namely the ants selection can magaytkatest feature of the pheromone and the hieurifirmation
of the product and the most ants choose to havehhrmcteristics of the transition probability béttwo parts.To
ensure ants use past information also have thityatoildevelop new search space at the same tongretvent too
fast convergence to local optimum.

After moving from node to node on the path of thenemone update according to the formula (13)

7 (t+1) = (1_6) T (t)+{AZ;J' (t) (23)

Among them, is the initial value of information?8an effectively avoid falling into local optimumgduced has
chosen a path to the selected probability agairassto effectively avoid the ants converge to e path, and
improve the global search ability of the algorithm.

Ants search focuses in the current cycle so féintbthe shortest path field area, global update isiin after all the
ants have completed their path to perform [13]aipdhe pheromone formula is

() = (1€ (O (0467 (087 () 1

Li (i) 0Ly,
_J_Q (i
AT = T (i) OL pay
0 otherwise (15)
SIMULATED
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Table.1 Network nodes

NO.  x—coordinate/m Y-coordinate/m Number Time/h Completed/h
1 13 26 13 (0.78,0.90,1.08) 2.5
2 24 59 20 (0.78,0.90,1.08) 3
3 11 58 3 (0.78,0.90,1.08) 4
4 17 46 5 (0.78,0.90,1.08) 2.5
5 22 60 25 (0.78,0.90,1.08) 45
6 78 81 9 (0.78,0.90,1.08) 35
7 60 89 14 (0.78,0.90,1.08) 4
8 30 92 19 (0.78,0.90,1.08) 45
9 12 8 20 (0.78,0.90,1.08) 3
10 68 5 18 (0.78,0.90,1.08) 4.5
11 78 17 7 (0.48,0.60,0.78) 15
12 15 6 11 (0.48,0.60,0.78) 2.5
13 39 25 12 (0.48,0.60,0.78) 15
14 45 33 21 (0.48,0.60,0.78) 3
15 49 58 24 (0.48,0.60,0.78) 45
16 56 44 15 (0.48,0.60,0.78) 6
17 59 30 14 (0.48,0.60,0.78) 6.5
18 95 61 22 (0.48,0.60,0.78) 2.5
19 92 67 21 (0.48,0.60,0.78) 35
20 83 68 4 (0.48,0.60,0.78) 4.5

The algorithm parameters are as followsum=100c  MAXGEN =500: 9, =0.5; J,=1.6: ¢=0.7: £=0.9; w=0.6

; 0=15; Crossover rateis0.9; mutation rateis0.05.
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Fig. 2 Calculation Results
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Fig.3 Curves of network coverage rate/ connectivity rate with/ without boundary influence

Is a pheromone volatilization coefficient, suchtaslo some change, can prevent the increase gbltbeomone
concentration on the path of the infinite, can mdthe possibility of trapped in local optimum, ahds accelerate
the convergence speed.Ants are through the sharidsthe longest path.In the early stages of therithm, the ant
walk through every path has a chance to get theuatmof information updates, ant chooses the patlthef
corresponding probability can be improved.With airtpath pheromone accumulation, reach a certainbeu in
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cycles, reduced the optimal path with the worse sifithe path between the amounts of informatign gad so that
the ant search behavior has focused on the opiathl

Fig.6reflects the number of nodes required to bglayed to achieve different coverage and conndygtikates
without the boundary influence. Compared with tleeidary influence, the number of nodes deployedeares
slightly, and with the increase of nodes, node itigmsll become larger, so the boundary influeneedmes lower.

CONCLUSION

Improvement, based on the heuristic function, im@ation update strategy, crossover, and selecti@iegly to
optimize the solution value, to a certain extenhjbit the phenomenon of premature convergenceraptbve the
global searching ability, to avoid falling into Elcoptimal solution effectively, accelerate the wengence speed,In
viewofthe network coverage and connectivity of thrdom deployment of nodes for wireless sensor oritvihe
relation model of the sensor node and the targde i@ provided. Considering the boundary influenoeerage and
connectivity probability model is provided. It camplify the computational complexity of networkvesage and
connectivity to improve the efficiency of the algbm execution, and thus solve the number of nadgsired to
deploy more accuratelymeeting certain network cagerand connectivity rate requirements.Finally,dbeectness
of the theoretical solution and validity of the @lighm are verified by the simulation resultfie main work
thereafter is the study ofthe effective coveragthefirregular region and the entire network ena@yingsbased on
sensor network.
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