Optimal design of magnetic field for reaction control in drug delivery applications
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ABSTRACT

We present an optimal design of magnetic field for reaction control in drug delivery applications by nonlinear topology optimization method. In this model, the objective is to find the optimal distribution of a magnetic field in a blood artery such that the axial velocity component at the center of the channel is minimized. Our implementation allows a wide range of optimization objectives, such as gene transfer and drug delivery, to be dealt with straightforwardly. Topology optimization of the Navier-Stokes equations is encountered in different branches and applications. We demonstrate our method by studies of steady-state Navier–Stokes flow problems, as well as encompassing the topology optimization of fluids in Stokes flow. We analyze the physical aspects of the solutions and how they are affected by different parameters of the optimization algorithm.
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INTRODUCTION

In recent decades, progression of nano-technology [1-4], many theoretical phenomena have originated their reputation in emerging applications [5-10]. Targeted drug delivery by using magnetic nanoparticles is an efficient technique to deliver drug molecules to specific tissues in an animal [11-15]. An electromagnetic actuation system is a promising solution for applying an adequate force to direct the magnetic nanoparticles in the blood vessels in a noninvasive way [16-25]. To do that a combined actuation and monitoring system is required to provide a closed-loop nanoparticle localization of the magnetic nanoparticles on the basis of magnetic particle imaging for more precise targeting [26-30]. The magnetic nanoparticles can be navigated by applying a magnetic field gradient provided by the actuation system and monitored by applying the drive and selection fields to the actuation coils by using a time division multiplexing scheme [31-35]. Between various nanoparticle types, the silver nanoparticles (AgNps) are extensively investigated because of wide range applications such as antibacterial, catalyst, medical devices, photonics, optoelectronics and biosensors [36-37]. Usually metallic nanoparticles are synthesized by chemical, mechanical and electrochemical methods [38]. In these methods for the synthesis of silver nanoparticles used toxic chemicals compounds that can have negative effects on the environment and water ecosystems.

The magnetic field distribution method in topology optimization was originally developed for stiffness design of mechanical structures [2] but has now been extended to a multitude of design problems in structural mechanics as well as to optics and acoustics [3, 4, 5, 6]. Recently Borrvall and Petersson introduced the method for fluids in Stokes flow [1]. However, it is desirable to extend the method to fluids described in a full Navier–Stokes flow; a direction pioneered by the work of Sigmund and Gersborg-Hansen [7, 8, 9]. It has a wider range of applicability than the Navier–Stokes problems studied here, and moreover it allows a wide range of optimization objectives to be dealt with easily. Extending the topology optimization method to new physical domains generally involves some rethinking of the design problem and some “trial and error” to determine suitable design objectives. It also requires
the numerical analysis and implementation of the problem, e.g., using the finite element method (FEM). This process is accelerated a lot by using a high-level FEM library or package that allows different physical models to be joined and eases the tasks of geometry setup, mesh generation, and post processing. The disadvantage is that high-level packages tend to have rather complex data structure, not easily accessible to the user. This can complicate the actual implementation of the problem because the sensitivity analysis is traditionally formulated in a low-level manner. We show how this sensitivity analysis can be performed in a simple way that is almost independent of the particular physical problem studied. This approach proves even more useful for multi-field extensions, where the flow problem is coupled to, e.g., heat conduction, convection-diffusion of solutes, and deformation of elastic channel walls in valves and flow rectifiers [10]. The paper is organized as follows: In Sec. II we introduce the topology optimization method for fluids in Navier–Stokes flow, and discuss the objective of designing fluidic devices or channel networks for which the power dissipation is minimized [11, 12, 13].

To investigate the feasibility of combining the actuation system an MPI system is required which used an efficient numerical simulations and optimizing hardware constraints. The challenge of that aim is to sequence the actuation signal and the MPI signal to perform both tasks simultaneously. The simulation results showed the feasibility of the MPI-based actuation system. The proposed system will provide simultaneous navigation and tracking for targeted drug delivery of MNPs in compact and efficient ways. As a result of the devastating effects of these methods on the marine environment, at present several methods for the synthesis of these nanomagnetic fields are necessary. One of these methods that’s more compatible with the environment and create less pollution, are biological methods. In this method to synthesis metal nanoparticles, used microorganism and plant magnetic fields that exist in nature instead of toxic chemicals [39]. One of the resources that can be used in nanotechnology and synthesis of nanoparticles are seaweeds that have variety types of phytochemical compounds such as proteins, carbohydrates, alkaloids, steroids, phenols, saponins and flavonoids [40] play key role in bio reduction of the metal ions into Nano form. Toxicity of silver ion has been known for centuries but silver nanoparticles toxicity may be dependent on particle concentration, particle size and shape and surface chemistry [41]. In recent years, several studies have been conducted regarding to the effect of silver nanoparticles synthesized by chemical methods on fish toxicity [42-45].

Although our high-level programming-language implementation is generally applicable we have chosen to start on the concrete level by treating the basic equations for our main example: the full steady-state Navier–Stokes flow problem for incompressible fluids. We consider a given computational domain with appropriate boundary conditions for the flow given on the domain boundary. The goal of the optimization is to distribute a certain amount of solid magnetic field inside such that the magnetic field layout defines a fluidic device or channel network that is optimal with respect to some objective, formulated as a function of the variables, e.g., minimization of the power dissipated inside the domain. The basic principle in the magnetic field distribution method for topology optimization is to replace the original discrete design problem with a continuous one where the magnetic field density is allowed to vary continuously between solid and void [3]. Thus in our flow problem we assume the design domain to be filled with some idealized magnetic field of spatially varying magnetic field strength. Solid wall and open channels then correspond to the limits of very low and very high magnetic field strength, respectively. In the final design there should preferably be no regions at intermediate magnetic field strength since otherwise it cannot be interpreted as a solution to the original discrete problem. Alternatively it may be possible to fabricate the device from polymeric magnetic fields such as PDMS that naturally have a finite magnetic field strength to the fluid [14]. Through the literature search [46-63], no researches have studied the applicability of using Ag nanoparticles for drug delivery in animals. Magnetic drug targeting is a drug delivery approach in which therapeutic magnetizable particles are injected, generally into blood vessels, and magnets are then used to guide and concentrate them in the diseased target organ. Previous study [63] done by author and cooperators is the first study on the toxicity of silver nanoparticles synthesized using biological methods on common carp. The purpose of this study is feasibility study of magnetic effects on silver nanoparticles for drug and gene delivery in fishes. The present invention provides a two-dimensional analysis using differential equations of fluid flow for the purpose of delivering magnetic nanoparticles.

**EXPERIMENTAL SECTION**

The applicability of the current study requires a drive device which is adapted such that particle magnetization and electromagnetic field gradient can be simultaneously satisfied by using a DCC system, and is adapted such that the overall three-dimensional drive unit size can be minimized by reducing the number of coils and current-supply units, and is able to generate a high electromagnetic field gradient and a high particle drive force by inserting cores in the centers of the coils and thereby concentrating the electromagnetic field. Figure 1 depicts the schematic of the flux density distribution on a blood artery. The coil is in the X-Y plane and Magnetic Field is evaluated. The flow is 2-dimensional, laminar and non-Newtonian. We assume that the fluid flowing in the idealized medium is subject to a friction force f which is proportional to the fluid velocity v. Thus $f = -\alpha \, v$, where $\alpha(r)$ is the inverse of the local...
magnetic field of the medium at position r. These properties of the idealized medium may only be approximately valid for an actual medium. However, the assumptions are not in conflict with any fundamental physical law, and since the converged solutions contain only solid walls and open channels, the specific nature of the idealized medium is of no consequence. The flow problem is described in terms of the fluid velocity field \( v(r) \) and pressure \( p(r) \) where

\[
\mathbf{v} = (v_1(\mathbf{r}), v_2(\mathbf{r})) \quad \text{and} \quad p(\mathbf{r}) = (x_1, x_2).
\]

The governing equations are the steady state Navier-Stokes equation and the incompressibility constraint

\[
\rho(\mathbf{v}) = \nabla \cdot \boldsymbol{\sigma} - \alpha \mathbf{n}
\]

\[
\nabla \cdot \mathbf{v} = 0
\]

where \( \rho \) is the mass density of the fluid. For an incompressible Newtonian fluid the components \( \sigma_{ij} \) of the Cauchy stress tensor \( \sigma \) are given by

\[
\sigma_{ij} = -p \delta_{ij} + \eta \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right)
\]

It is convenient to introduce a design variable field \( \gamma(r) \) controlling the local magnetic field strength of the medium. We let \( \gamma \) vary between zero and unity, with \( \gamma = 0 \) corresponding to no magnetic field and \( \gamma = 1 \) to no magnetic field. Following Ref. [1] we then relate the local inverse magnetic field strength \( \alpha(r) \) to the design field \( \gamma(r) \) by the convex interpolation

\[
\alpha(\gamma) = \alpha_{\min} + (\alpha_{\max} - \alpha_{\min}) \frac{q[1 - \gamma]}{q + \gamma}
\]

where \( q \) is a real and positive parameter used to tune the shape of \( \alpha(\gamma) \). Ideally, impermeable solid walls would be obtained with \( \alpha_{\max} = \infty \), but for numerical reasons we need to choose a finite value for \( \alpha_{\max} \). For the minimal value we choose \( \alpha_{\min} = 0 \). [19] For a given magnetic field distribution \( \gamma(r) \) there are two dimensionless numbers characterizing the flow, namely the Reynolds number

\[
\text{Re} = \frac{\rho lv}{\eta}
\]

Hartmann number (Ha) is the ratio of electromagnetic force to the viscous force first introduced by Hartmann.[1] It is defined by:

\[
Ha = \frac{\rho l}{\sqrt{\frac{\sigma}{\eta}}}
\]

\( B \) is the magnetic field, \( L \) is the characteristic length scale, \( \sigma \) is the electrical conductivity, \( \mu \) is the dynamic viscosity. In the pioneering work by Borrvall and Petersson [1] the main focus was on minimizing the power dissipation in the fluid. The total power dissipated inside the fluidic system (per unit length in the third dimension) is given by [15]

\[
\Phi(v, p, \gamma) = \int_{\Omega} \left[ \frac{1}{2} \eta \sum_{i,j} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right)^2 + \sum_i \alpha(\gamma) v_i^2 \right] dr
\]

In steady-state this is equal to the sum of the work done on the system by the external forces and the kinetic energy converted into it,

\[
\Phi(v, p, \gamma) = \int_{\partial \Omega} \left[ \sum_i n_i \sigma_{ij} v_j - n_i v_i \left( \frac{1}{2} \rho v_i^2 \right) \right] ds
\]
Here $n$ is a unit outward normal vector such that $n \cdot \sigma$ is the external force acting on the system boundary and $n \cdot \sigma \cdot v$ is the work done on the system by this force. Moreover, in the common case where the geometry and boundary conditions are such that the no-slip condition $v = 0$ applies on all external solid walls, while on the inlet and outlet boundaries $v$ is parallel to $n$ and $(n \cdot \nabla) v = 0$, [20] Eq. (7) reduces to

$$\Phi(v, p, \gamma) = \int_{\partial \Omega} -n \cdot v (p + \frac{1}{2} \rho v^2) ds$$  \hspace{1cm} (9)$$

Borrvall and Petersson showed that for Stokes flow with Dirichlet boundary conditions everywhere on the boundary $\partial \Omega$, the problem of minimizing the total power dissipation inside the fluidic device subject to a volume constraint on the magnetic field distribution is mathematically well-posed. Moreover it was proven that in the case where $\alpha(\gamma)$ is a linear function, the optimal magnetic field distribution is fully discrete-valued. When $\alpha(\gamma)$ is not linear but convex then the solid/void interfaces in the optimal solution are not discrete zero/unity transitions but slightly smeared out. Convexity implies that the (negative value of the) slope of $\alpha$ at $\gamma = 0$ is larger than at $\gamma = 1$; therefore there will be a neighborhood around the discrete interface where it pays to move magnetic field from the solid side to the void. Using the interpolation in Eq. (4) we have

$$\alpha'(0) = (\alpha_{\text{min}} - \alpha_{\text{max}})(1+q)/q$$  \hspace{1cm} (10)$$

and

$$\alpha'(1) = (\alpha_{\text{min}} - \alpha_{\text{max}}) q/ 1+q$$  \hspace{1cm} (11)$$

For large values of $q$ the interpolation is almost linear and we expect almost discrete interfaces, whereas for small $q$ we expect smeared out interfaces in the optimized solution. Consider the case when Eq. (8) applies. If the system is driven with a prescribed flow rate then minimizing the total power dissipation is clearly equivalent to minimizing the pressure drop across the system. Conversely, if the system is driven at a prescribed pressure drop, then the natural design objective will be to maximize the flow rate which is equivalent to maximizing the dissipated power, c.f. Eq. (9).

In either case the objective can be described as minimizing the hydraulic resistance of the system. For problems with more complex design objectives, such as a minimax problem for the flow rate through several different outlets, there will typically be no analog in terms of total dissipated power. In such cases there is no guarantee for the existence of a unique optimal solution and one has to be extra careful when formulating the design problem.

A permanent magnet is placed over the top wall of the channel. The center of this permanent magnet is located at 3mm from the top wall of the vessel, see Figure 1. The external permanent magnetic field is applied vertically with its intensity at the center equal to $10^6$ A/m and its diameter equal to 4mm, as shown by Figure 1. Here we deal with the design of a structure that at a particular point inside a long straight channel can guide the flow in the opposite direction of the applied pressure drop. The corresponding problem with a prescribed flow rate was first suggested and investigated by A. Gersborg-Hansen [8]. We elaborate on it here to illustrate the importance of the choice of magnetic field strength for the medium. The computational domain is shown in Fig. 1. It consists of a long straight channel of height $\ell$ and length $L = 10\ell$; the actual design domain, inside which the magnetic field is distributed, is limited to the central part of length 5$\ell$. The boundary conditions prescribe a pressure drop of $p$ from the inlet (left) to the outlet (right), and no-slip for the fluid on the channel side walls.
Fig.1. Computational domain for the reverse flow example. The design domain (gray) has length 5ℓ and height ℓ, and the fluid enters and leaves the design domain through leads of length 2.5ℓ. The boundary conditions prescribe a pressure drop of p across the system, and the design objective is to reverse the flow direction at the center of the channel

RESULTS AND DISCUSSION

Using this, Eqs. (1) and (2) can be written in divergence form as

$$\nabla \Gamma_j = F_i \text{ in } \Omega \quad \quad (12)$$

$$R_i = 0 \quad \text{ on } \partial \Omega \quad \quad (13)$$

$$-n \cdot \Gamma_j = G_i + \sum_{j=1}^{3} \frac{\partial R_j}{\partial u_i} \mu_j \quad \text{ on } \partial \Omega \quad \quad (14)$$

We first introduce the velocity-pressure vector \( u = [v_1, v_2, p] \) and define for \( i = 1, 2, 3 \) the quantities as

$$\Gamma_1 \equiv \begin{bmatrix} \sigma_{11} \\ \sigma_{21} \end{bmatrix} \quad \Gamma_2 \equiv \begin{bmatrix} \sigma_{12} \\ \sigma_{22} \end{bmatrix} \quad \Gamma_3 \equiv \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad (15)$$

and

$$F_i \equiv \rho(v, \nabla)v_i + \alpha(\gamma)v_1 \quad F_2 \equiv \rho(v, \nabla)v_2 + \alpha(\gamma)v_2 \quad F_3 \equiv \nabla \cdot v \quad (16)$$

where \( F_i \) are understood to be functions of the solution \( u \), its gradient \( \nabla u \), and of the design variable \( \gamma \). The quantity \( R_i(u, \gamma) \) in Eq. (10) describes Dirichlet type boundary conditions. For example, fluid no-slip boundary conditions are obtained by defining \( R_1 = v_1 \) and \( R_2 = v_2 \) on the external solid walls. The quantity \( G_i(u, \gamma) \) in Eq. (10) describe Neumann type boundary conditions, and \( \mu_i \) denote the Lagrange multiplier necessary to enforce the constraint \( R_i = 0 \), e.g., the force with which the solid wall has to act upon the fluid to enforce the no-slip boundary condition. Of course, it is not possible to enforce both Dirichlet and Neumann boundary conditions for the same variable simultaneously. Only when the variable \( u_i \) is not fixed by any of the Dirichlet constraints \( R_j \) does the Neumann condition \( G_i \) come into play, as all \( \partial R_j / \partial u_i \) vanish and the Lagrange multipliers \( \mu_j \) are decoupled from Eq. (10).

Inactive Dirichlet constraints can be obtained simply by specifying the zero-function \( R_i = 0 \), that also satisfies Eq. (10) trivially.

In general the design objective for the optimization is stated as the minimization of a certain objective function \( u, \gamma \). We shall consider a generic integral-type objective function of the form

$$\Phi(u, \gamma) = \int_{\Omega} A(u, \gamma) dv + \int_{\partial \Omega} B(u, \gamma) ds \quad (17)$$

In particular, we can treat the design objective of minimizing the power dissipation inside the fluidic domain by taking

$$A = \frac{1}{2} \eta \sum_{i,j} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right)^2 + \sum_i \alpha(\gamma)v_i^2 \quad \text{in } \Omega \quad B \equiv 0 \quad \text{on } \partial \Omega \quad (18)$$
Alternatively, the objective of maximizing the flow out through a particular boundary segment is obtained by choosing

\[
A \equiv 0 \quad \text{in} \quad \Omega \quad \text{and} \quad B \equiv \begin{cases} -n \cdot v & \text{on} \quad \partial \Omega_0 \\ 0 & \text{on} \quad \partial \Omega \end{cases}
\]  

and objectives related to \( N \) discrete points \( r_k \) can be treated using Dirac delta functions as

\[
A \equiv \sum_{k=1}^{N} A_k (u, \gamma) \delta (r - r_k) \quad \text{in} \quad \Omega \quad \text{and} \quad B \equiv 0 \quad \text{on} \quad \partial \Omega
\]

Finally we stress that not all optimization objectives lend themselves to be expressed in the form of Eq. (11) – an example of which is the problem of maximizing the lowest vibrational Eigen frequency in structural mechanics. The optimal design problem can now be stated as a continuous constrained nonlinear optimization problem:

\[
\min_{\gamma} \Phi (u, \gamma)
\]

Subject to

Volume constraint

\[
\int_{\Omega} \gamma (r) dr - \beta |\Omega| \leq 0
\]

Design variable bounds

\[0 \leq \gamma (r) \leq 1\]

Governing equations

\[
\nabla \Gamma_i = F_i \quad \text{in} \quad \Omega
\]

\[
R_i = 0 \quad \text{on} \quad \partial \Omega
\]

\[
-n \cdot \Gamma_i = G_i + \sum_{j=1}^{3} \frac{\partial R_j}{\partial u_i} \mu_j \quad \text{on} \quad \partial \Omega
\]

With the volume constraint we require that at least a fraction \( 1 - \beta \) of the total volume should be filled with magnetic field. The very reason for replacing the original discrete design problem with a continuous one by assuming a magnetic field is that it allows the use of efficient mathematical programming methods for smooth problems. We have chosen the popular method of moving asymptotes (MMA) \([11, 12]\), which is designed for problems with a large number of degrees-of-freedom and thus well-suited for topology optimization \([3]\). It is a gradient-based algorithm requiring information about the derivative with respect to \( \gamma \) of both the objective function and the constraints. Notice that for any \( \gamma \) the governing equations allow us to solve for \( u \); therefore in effect they define \( u[\gamma] \) as an implicit function. The gradient of objective function is then obtained using the chain rule

\[
\frac{d}{d\gamma} [\Phi (u[\gamma], \gamma)] = \frac{\partial \Phi}{\partial \gamma} + \int_{\Omega} \frac{\partial \Phi}{\partial u} \frac{\partial u}{\partial \gamma} dr
\]

However, because \( u[\gamma] \) is implicit, it is impractical to evaluate the derivative \( \partial u/\partial \gamma \) directly. Instead, we use the adjoint method to eliminate it from Eq. (16) by computing a set of Lagrange multipliers for Eqs. (8) to (11) considered as constraints \([16]\).

The optimization process is iterative and the \( k \)th iteration consists of three steps:

(i) Given a guess \( \gamma (k) \) for the optimal magnetic field distribution we first solve Eqs. (10) to (12) for \( u(k) \) as a finite element problem

(ii) Next, the sensitivity analysis is performed where the gradient of the objective and constraints with respect to \( \gamma \) is evaluated. In order to eliminate \( \partial u / \partial \gamma \) from Eq. (16) we solve the adjoint problem of Eqs. (10) to (12) for the Lagrange multipliers \( e u(k) \).

(iii) Finally, we use MMA to obtain a new guess \( \gamma (k+1) \) for the optimal design based on the gradient information and the past iteration history.
Of the three steps, (i) is the most expensive computational wise since it involves the solution of a nonlinear partial differential equation. The starting point of the finite element analysis is to approximate the solution component \(u_i\) on a set of finite element basis functions,

\[
    u_i(r) = \sum_n u_{i,n} \varphi_{i,n}(r) \tag{28}
\]

where \(u_{i,n}\) are the expansion coefficients. Similarly, the design variable field \(\gamma(r)\) is expressed as

\[
    \gamma(r) = \sum_n \gamma_{n} \varphi_{i,n}(r) \tag{29}
\]

For our incompressible Navier–Stokes problem we use the standard Taylor–Hood element pair with quadratic velocity approximation and linear pressure. For the design variable we have chosen the linear Lagrange element.[21] The problem Eqs. (10) to (13) is discretized by the Galerkin method and takes the form

\[
    \mathbf{L}_i(U, \gamma) - \sum_{j=1}^{3} \mathbf{N}_{j,i}^T \Lambda_j = 0 \quad \text{and} \quad \mathbf{M}_i(U, \gamma) = 0 \tag{30}
\]

where \(U_i\) are column vectors holding the expansion coefficients for the solution \(u_{i,n}\), the Lagrange multipliers \(\mu_{i,n}\), and the design variable field \(\gamma_n\), respectively. The column vector \(L_i\) contains the projection of Eq. (10a) onto \(\phi_n\) which upon partial integration is given by

\[
    L_{i,n} = \int_{\Omega} \left( \varphi_{i,n} \nabla \right) \cdot \mathbf{F} + \int_{\Gamma} \varphi_{i,n} \mathbf{t} \cdot \mathbf{n} \, dr + \int_{\Gamma} \varphi_{i,n} \mathbf{G} \cdot ds \tag{31}
\]

The column vector \(M_i\) contains the point wise enforcement of the Dirichlet constraint

\[
    M_{i,n} = R_i(u(r_{i,n})) \tag{32}
\]

Finally, the matrix

\[
    N_{ij} = -\partial M_{i}/\partial U_j \tag{33}
\]

describes the coupling to the Lagrange multipliers in Eq. (10). The solution of the nonlinear system in Eq. (19) above corresponds to step (i) in kth iteration. The sensitivity analysis in step (ii) requires us to compute

\[
    \frac{d}{d\gamma} [\Phi(U[\gamma], \gamma)] = \frac{\partial \Phi}{\partial \gamma} + \sum_{i=1}^{3} \frac{\partial \Phi}{\partial U_i} \frac{\partial U_i}{\partial \gamma} \tag{34}
\]

which is done using the standard adjoint method [16]. By construction we have for any that

\[
    \mathbf{L}_i(U(\gamma), \gamma) - \sum_{j=1}^{3} \mathbf{N}_{j,i}^T \Lambda_j(\gamma) = 0 \tag{35}
\]

and

\[
    \mathbf{M}_i(U(\gamma), \gamma) = 0 \tag{36}
\]

Therefore also the derivative of those quantities with respect to is zero, and adding any multiple to Eq. (22a) does not change the result

\[
    \frac{d}{d\gamma} [\Phi(U[\gamma], \gamma)] = \frac{\partial \Phi}{\partial \gamma} + \sum_{i=1}^{3} \frac{\partial \Phi}{\partial U_i} \frac{\partial U_i}{\partial \gamma} + \sum_{i=1}^{3} \left[ \tilde{U}_i \frac{\partial}{\partial \gamma} \left( \mathbf{L}_i - \sum_{j=1}^{3} \mathbf{N}_{j,i} \Lambda_j \right) - \tilde{\Lambda}_i \frac{\partial}{\partial \gamma} (\mathbf{M}_i) \right] \tag{37}
\]
Here we see that the derivatives $\partial U$ of the implicit functions can be eliminated by

$$\sum_{j=1}^3 K_{ij} \hat{U}_j - N_{ij} \hat{A}_j = \frac{\partial \Phi}{\partial U_i}$$

(38)

and

$$\sum_{j=1}^3 N_{ij} \hat{U}_j = 0$$

(39)

where we introduced

$$K_{ij} = -\frac{\partial L_i}{\partial U_j}$$

(40)

This problem is the adjoint of Eq. (19). In deriving Eq. (22b) we implicitly assumed that $N_{ij}$ is independent of $\gamma$, i.e., that the constraint $R_i(u, \gamma)$ is a linear function. If this is not true then the gradient $\partial \Phi$ computed from Eq. (22b) is not exact, which may lead to poor performance of the optimization algorithm if the constraints are strongly nonlinear. In order to avoid such problems it is necessary to include the nonlinear parts of the constraint vector $M$ into $L$ and move the corresponding Lagrange multipliers to $U$.

We end this section by discussing a few issues on the implementation of topology optimization. Firstly there is the question of how to represent the design variable $\gamma(r)$. The governing equations as expressed by $F_i$ in Eq. (13) depend not only on the solution $u$ but also on $\gamma$, and the implementation should allow for this dependence in an efficient way. Here our simple and straightforward approach is to include $\gamma$ as an extra dependent variable on equal footing with the velocity field and pressure, i.e., we append it to the velocity-pressure vector, redefining $u$ as

$$u \equiv [v_1, v_2, p, \gamma].$$

(41)

This was already anticipated when we denoted the basis set for $\gamma$ by $\{\varphi_4, n(r)\}$. By making $\gamma$ available as a field variable we can take full advantage of all the symbolic differentiation, matrix, and post processing tools for analyzing and displaying the magnetic field distribution. Appending $\gamma$ to the list of dependent variables we are required to define a fourth governing equation. However, since we are never actually going to solve this equation, but rather update $\gamma$ based on the MMA step, we simply define

$$\Gamma_4 \equiv \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad \quad F_4 \equiv 0 \quad G_4 \equiv 0 \quad R_4 \equiv 0$$

(42)

It is crucial then that the finite element solver allows different parts of the problem to be solved in a decoupled manner, i.e., it must be possible to solve Eqs. (10)-(13) for $u_i$ for $i = 1, 2, 3$ while keeping $u_4$, i.e., $\gamma$, fixed. In the nonlinear problem Eq. (19) is solved using damped Newton iterations [17]. Therefore the matrices $K_{ij} = -\partial L_i/\partial U_j$ and $N_{ij} = -\partial M_i/\partial U_j$ appearing in the adjoint problem Eq. (23) are computed automatically as part of the solution process and can be obtained directly as Matlab sparse matrices. $K_{ij}$.

$$K_{ij,mn} = -\int_\Omega \left[ \varphi_{i,n} \frac{\partial F_i}{\partial \nabla u_j} \cdot \nabla \varphi_{j,m} \right] + \nabla \varphi_{i,n} \left[ \frac{\partial \Gamma_i}{\partial u_j} \varphi_{j,m} + \frac{\partial \Gamma_i}{\partial \nabla u_j} \nabla \varphi_{j,m} \right] dr - \int_{\partial \Omega} \varphi_{i,n} \frac{\partial G_i}{\partial u_j} \varphi_{j,m} ds$$

(43)

and

$$N_{ij,mn} = -\frac{\partial R_i}{\partial u_j} \varphi_{j,m}(\varphi_{i,n})$$

(44)

Regarding the right-hand side vector $\partial \partial U_i$ in Eq. (23), notice that for a general objective as Eq. (11), it has the form

$$\frac{\partial \Phi}{\partial u_{i,n}} = \int_\Omega \left( \frac{\partial A}{\partial u_i} + \frac{\partial A}{\partial \nabla u_i} \nabla \right) \varphi_{i,n} dr + \int_{\partial \Omega} \frac{\partial B}{\partial u_i} \varphi_{i,n} ds$$

(45)

It is not in the spirit of a high-level finite element package to program the assembly of this vector by hand. Instead we employ the built-in assembly subroutine of . We construct a copy of the original problem sharing the geometry,
finite element mesh, and degree-of-freedom numbering with the original. Only we replace the original fields $F_i$ and $G_i$ with
\[
\tilde{F}_i \equiv \frac{\partial A}{\partial \nabla u_i} \quad \text{and} \quad \tilde{G}_i \equiv \frac{\partial B}{\partial u_i}
\] (46)
Assembling the right-hand-side vector $eL_i$ with this definition yields exactly Eq. (28), c.f. Eq. (20). An extra convenience is that we can rely on the built-in symbolic differentiation tools to compute the derivatives $\partial A/\partial u_i$ etc. In order to try out a new objective for the optimization problem, the user essentially only needs to change the text expressions defining the quantities $A$ and $B$. After solving the adjoint problem Eq. (23) to eliminate $\partial U_i$ for $i = 1, 2, 3$ in Eq. (22b) we can evaluate the sensitivity
\[
\frac{d}{d\gamma} \left[ \Phi(U, \gamma) \right] = \frac{\partial \Phi}{\partial \gamma} + \sum_{j=1}^{1} \left( \frac{\partial L_i}{\partial U_i} \right)^T \tilde{U}_j - \left( \frac{\partial M_i}{\partial \gamma} \right)^T \tilde{A}_j
\] = $\tilde{L}_4 - \sum_{j=1}^{1} K_{4j}^{T} \tilde{U}_j - N_{4j}^{T} \tilde{A}_j$
(47)
where $K_{4i} = -\partial L_i/\partial \psi$, $N_{4i} = -\partial M_i/\partial \psi$, and $eL = \partial \psi/\partial \psi$ in accordance with $U^4 = \gamma$. Since the fourth variable $\gamma$ is treated on equal footing with the other three variables, all expressions required to compute the matrices $K_{4i}$ and $N_{4i}$ come out of the standard linearization of the problem. This is yet another advantage of including $\gamma$ as an extra dependent variable. When dealing with a problem with a volume constraint as in Eq. (15b), it is necessary to compute the derivative of the constraint with respect to $\psi$,
\[
\int\int_{\Omega} \Gamma \left[ \gamma(r) - \beta \right] = \frac{1}{|\Omega|} \int_{\Omega} \varphi_{n,4}(r) d\mathbf{r}
\] (48)
The optimization problem is stated as a minimization of the horizontal fluid velocity at the point $r^*$ at the center of the channel, i.e., the design objective is
\[
\Phi = v_1(r^*)
\] (49)
In terms of the general objective Eq. (11) this is obtained with
\[
A = v_1(\delta(r - r^*))
\] (50)
and
\[
B = 0.
\] (51)
There is no explicit need for a volume constraint because neither of the extreme solutions of completely filled or empty can be optimal. When the design domain is completely filled with magnetic field we expect a flat flow profile with magnitude below
\[
v_0 < \frac{p}{5\ell_{\alpha}}.
\] (52)
In the other extreme case when the channel is completely devoid of magnetic field the solution is simply a parabolic Poiseuille profile with maximum
\[
v_0 = \frac{\eta \Delta P}{8l^2 L}
\] (53)
However, a structure that reverses the flow such that $v_1(r^*)$ becomes negative will be superior to both these extreme cases in the sense of minimizing $\Phi_0 = \frac{96}{9} \left( 4 + \frac{L}{l} \right) p_{\max}^2$. 
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Fig. 2. Velocity field in process of optimization
Fig. 3. Optimized structures pressure distribution at $p_m = 2$
Fig. 4. Optimized dimensionless external magnetic distribution at $p_m = 2$
A question that naturally arises in this type of problems concerns uniqueness of the solution. In this case, there is at least one more solution that gives exactly the same result; because the channel has no upside or downside, a solution mirrored around the axis $y=0.5$ mm would give exactly the same flow. Figure 3 contains a surface plot of the horizontal velocity component and a streamline plot of the velocity field resulting from the optimization process. In addition, the contour indicates the border between the open channel and filling material. The plots reveal how the flow turns around, with a negative horizontal velocity at the center of the channel. Note also that the $x$-velocity has a minimum of roughly 14 mm/s at the design point. If you were to increase the streamline density in the above plot, some streamlines passing through the barriers would appear. This effect is due to a small amount of leakage, which can be reduced further by increasing the mesh resolution.
Fig. 7. Optimized structures (black) and streamlines at 5% intervals for Stokes flow (Re = 0) at Hartmann numbers decreasing from 10−3 to 10−6. Only the central part of length 3ℓ of the design domain is shown. The structures consist of two barriers defining an S-shaped channel that reverses the flow at the central point r. As the Hartmann number is decreased, the optimized structures become thinner and less permeable.

Fig. 8. Comparing the performance of the structures from Fig. 2 optimized at Ha_{opt} for different values of Da. The objective v_1(r) is normalized with the velocity in an empty channel, v_0, c.f. Eq. (33).
Fig. 9. Optimized structure (black) and streamlines for Stokes flow at Da = 10^{-2}; only the central part of length 3L. The design domain is completely filled with magnetic field, except immediately above and below \( r \) where two empty regions emerge. These voids divert the flow away from \( r \), resulting in a low velocity \( v_1(r) = 0.1v_0 \).

Fig. 10. Optimized structures (black) and streamlines for Navier–Stokes flow; only a part of length 3.25L near the center of the channel is shown. Panel (a)-(c) to the left show the optimized structures for different values of the control parameter \( \tilde{p} = p \rho L^2/\eta^2 \). For comparison the flow field when the optimized structure from Fig. 2(c) is frozen and exposed to the elevated pressure drops is shown in panel (d)-(f) to the right. The Reynolds number is defined as \( Re = \rho \ell v_{max}/\eta \) where \( v_{max} \) is the maximal velocity measured at the inlet; note that for a particular value of \( \tilde{p} \), the Reynolds number is not fixed but differs slightly between left and right column.

We first consider the Stokes flow limit of small \( p \) where the inertial term becomes negligible. The problem is then linear and the solution is characterized by a single dimensionless parameter, namely the Hartmann number \( Da \), Eq. (6). We have solved the topology optimization problem for different values of \( Da \). The initial condition for the magnetic field distribution was \( \gamma(0) = 1 \), and the parameter \( q \) determining the shape of \( \alpha(\gamma) \) in Eq. (4) was set to \( q = 0.1 \). Anticipating that the structural details close to \( r^* \) should be more important than those further away we chose a non-uniform finite element mesh with increased resolution around \( r^* \). Fig. 2 shows the optimal structures obtained for \( Da = 10^{-3}, 10^{-4}, 10^{-5}, \) and \( 10^{-6} \). They all consist of two barriers defining an S-shaped channel that guides the fluid in the reverse direction of the applied pressure drop. At \( Da = 10^{-3} \) the two barriers are rather thick but leaky with almost all the streamlines penetrating them; as the Hartmann number is decreased the optimal structures become thinner and less penetrable. This result can be interpreted as a trade-off between having either thick barriers or wide channels. Thick barriers are necessary to force the fluid into the S-turn, while at the same time the open channel should be as wide as possible in order to minimize the hydraulic resistance and maximize the fluid flow at the prescribed pressure drop. Notice that if we had chosen to prescribe the flow rate through thedevice rather than the pressure drop, then the optimal solution would have been somewhat different. When the flow rate is prescribed, it pays to make the gap between the barriers very small and the barriers very thick in order to force the fixed amount of fluid flow through the narrow contraction. The optimal structure is therefore one with a very large hydraulic...
A four-terminal device, reveals the problems of determining the global minimum when two strong minima are value chosen for this factor strongly influences the results. Increasing the Hartmann number makes the problem and the part of the optimization routine correcting this depends on a penalty factor. Unfortunately, the particular beginning, and better results can be obtained. However, this initial condition in fact violates the volume constraint, for an initial homogeneous magnetic field distribution, the friction dominates and the solution does not.

For the topology optimization of fluidic devices, we have extended the topology optimization of fluid networks to cover the full incompressible Navier–Stokes equations in steady-state. Our implementation of the method is based on the commercial finite element package, which reduces the programming effort required to a minimum. Formulating the problem in terms of a general integral-type objective function and expressing the governing equations in divergence form makes the implementation very compact and transparent. Moreover the code for performing the sensitivity analysis should remain almost the same for any problem expressed in this way, whereas that required for describing the physical problem of course changes. Topology optimization of multi-field problems can therefore be dealt with almost as easy as a single realization of the underlying physical problem. We would like to mention that our methodology is not as such restricted to the (large) class of physical problems that can be expressed in divergence form. This does in fact not invalidate the sensitivity analysis worked out, since this analysis only relies on the basic structure of the discretized nonlinear problem and the availability of the Jacobian matrix. It is therefore possible to apply our methodology to even larger classes of physical problems than the ones comprised by the divergence form. Our implementation of topology optimization has been tested on two fluidics examples in 2D, both illustrating the influence of different quantities and conditions on the efficiency of the optimization method. The first example, a channel with reversed flow, illustrates the influence of the Reynolds number Re and the Hartmann number Da on the solutions. We have shown that the choice of Ha has a strong impact on the solution when the structure contains barriers to deflect the fluid stream. The second example, minimization of the power dissipation in a four-terminal device, reveals the problems of determining the global minimum when two strong minima are competing. This problem is highly non-convex, and we have shown that the solution depends on the initial condition. For an initial homogeneous magnetic field distribution, the friction dominates and the solution does not come out as the global optimum in all cases. Using an empty channel as the initial state, inertia plays a role from the beginning, and better results can be obtained. However, this initial condition in fact violates the volume constraint, and the part of the optimization routine correcting this depends on a penalty factor. Unfortunately, the particular value chosen for this factor strongly influences the results. Increasing the Hartmann number makes the problem more convex, but continuation from large to small Ha, i.e., from high to low magnetic field strength of the magnetic field, does not generally end up in the global optimum.

CONCLUSION

Based on the work of Borrvall and Petersson we have extended the topology optimization of fluid networks to cover the full incompressible Navier–Stokes equations in steady-state. Our implementation of the method is based on the commercial finite element package, which reduces the programming effort required to a minimum. Formulating the problem in terms of a general integral-type objective function and expressing the governing equations in divergence form makes the implementation very compact and transparent. Moreover the code for performing the sensitivity analysis should remain almost the same for any problem expressed in this way, whereas that required for describing the physical problem of course changes. Topology optimization of multi-field problems can therefore be dealt with almost as easy as a single realization of the underlying physical problem. We would like to mention that our methodology is not as such restricted to the (large) class of physical problems that can be expressed in divergence form. This does in fact not invalidate the sensitivity analysis worked out, since this analysis only relies on the basic structure of the discretized nonlinear problem and the availability of the Jacobian matrix. It is therefore possible to apply our methodology to even larger classes of physical problems than the ones comprised by the divergence form. Our implementation of topology optimization has been tested on two fluidics examples in 2D, both illustrating the influence of different quantities and conditions on the efficiency of the optimization method. The first example, a channel with reversed flow, illustrates the influence of the Reynolds number Re and the Hartmann number Da on the solutions. We have shown that the choice of Ha has a strong impact on the solution when the structure contains barriers to deflect the fluid stream. The second example, minimization of the power dissipation in a four-terminal device, reveals the problems of determining the global minimum when two strong minima are competing. This problem is highly non-convex, and we have shown that the solution depends on the initial condition. For an initial homogeneous magnetic field distribution, the friction dominates and the solution does not come out as the global optimum in all cases. Using an empty channel as the initial state, inertia plays a role from the beginning, and better results can be obtained. However, this initial condition in fact violates the volume constraint, and the part of the optimization routine correcting this depends on a penalty factor. Unfortunately, the particular value chosen for this factor strongly influences the results. Increasing the Hartmann number makes the problem more convex, but continuation from large to small Ha, i.e., from high to low magnetic field strength of the magnetic field, does not generally end up in the global optimum. In conclusion, we have shown that our implementation of topology optimization is a useful tool for designing fluidic devices.
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