Available online www.jocpr.com

Journal of Chemical and Phar maceutical Research, 2014, 6(7):1333-1340

ISSN : 0975-7384

Research Article CODEN(USA) : JCPRC5

Obstacle detection and road segmentation by 3-D reconstruction
based on monocular vision

Yu Hong', Wang Zhengyou? and Hong Ruxia®

'Department of Information Science, Nanchang Teal@ullege, Nanchang, China
Department of Electronic and Information Engineerishijiazhuang Tiedao University, Shijiazhuangin@h

ABSTRACT

Using monocular systems in computer vision has namwantages including low cost, high mobility, dtc.this

paper we reconstruct 3-D spatial model using sirgit image so as to fulfill the task of obstadetection and
road segmentation. In our solution, we represet §patial model as two important parts: spatialday and object
depth. Firstly, we present an algorithm to annotalbgects in the images such as road, buildingsy the utilize a
state-of-the-art depth estimation algorithm to dbtdepth map from the image, and an SVM is usetbitobine
spatial layout and object depth so as to get oletdetection result. Finally, the experimental itsshow that this
method is simple and effective which has high prakvalue.
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INTRODUCTION

As one important subject in the machine vision tadistacle detection and road recognition technolegne of
current research hot spots. Now the solutions eitely used in the related research achievementsida
ultrasonic, laser distance measurement or bino@deallax for 3-D Reconstruction [1-3]. However, shof these
methods involve valuable devices and larger volam are susceptible to environmental conditiortheg are not
very suitable for medium- and small-sized robotse Bbstacle detection and road recognition basedanocular
system features low cost and high efficiency angtéslually emphasized by foreign and domestic seholn [4], it
segments the image to get the obstacle area by L'giQ NN classifier. He etc [5] proposes a smaigét threshold
selection algorithm to segment images and get bstaole and road area simultaneously. In [6], itcimas and
tracks the image sequence feature points for destitection. In [7], it proposes a method to dethe target
obstacles by computing the shift vector of the réeature points. The above method collects imaga dad
processes them by using single camera. Its algorithly uses the partial image sequence data. Ceaparsingle
static image, these algorithms should be furthgsrawed in accuracy and reliability. To realize tmm@nocular
vision, this paper aims to detect obstacles antheagvalid roads in the image by using single clatage.

To achieve the above targets, we reestablish 3aflabpnodel from single image. In essence, theeda®-D spatial
model reflects a series of important space progeiti the image scenario, e.g. distribution ofedéht objects such
as buildings, vehicles and roads, and their redagigsitions from observers. Given an image, thjgepalescribes
3-D spatial model of the image scenario by usingcsplayout and depth. first, this paper propose$naye
scenario labeling method based on the space layfoumation to get the road and potential obstacks, next we
predict the depth of objects in the images by ughey depth prediction algorithms of objects, anuhlfy we
combine the space a SVM with the space layout in&tion and depth information to get the obstackaan the
image. The experiment research indicates that adeins highly adaptive and accurate and is siétét many
scenarios indoor and outdoor.
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1. DEPTH PREDICTIONALGORITHM OF OBJECTS

As everybody knows, it is not enough to only simpbnsider the features such as local color anditexif images
in prediction of the depth of objects. E.g. whesaing a blue image block, we do not know thas theaven or
blue object, so we cannot determine the depth. Bathl image feature and global space relation Ishbe
considered. In [8], Saxena proposes a method tiqiréhe depth of objects in the images. This metban get the
image features via the following processes. Fisfiment an image into many small blocks and desesch small
block with the absolute depth feature and relatigpth feature. The absolute depth feature descitiedepth of a
specific small block and the relative depth featlescribes depth difference of two adjacent sniadks.

The absolute depth feature is acquired as folldBigen an image blockin the imagé(x, y), compute the 9-D
Laws mask texture [9], 2-D color channel and 6-Dxtteyradient to form a 17-D filteF (X, Y),

n=%42---,17.E(n) = z coyeacyl O Y)X F (X, Y) [,k={1,2}, indicates accumulative absolute value and

square sum outputted by the filter, so a 34-Dahifieature vector is obtained. Next a multi-scaledet is used to
survey feature of adjacent blocks under differeales and features of column with this specificckld-or detailed
description, refer to the figure 1. Finally we get46-D (9% 34) feature to describe specific block in the image

FIGURE 1: Final absolute and relative feature vector obtained by surveying a specific image block and its adjacent blocks under
multi-scale model

The relative depth feature is computed as folloiws:each image block one 10-bin full histogram is used to
describe output of each dimension of the filtéx,y)x F.(X, Y) |, so we get a 170-D1{x 10) featurey in order

to survey how adjacent image blocks are associdtiedlly the histogram differengg =Yy — Y, of two image
blocks is the relative depth feature of the imalgelbi andj.

After the absolute depth feature of each block hative depth feature of each adjacent block grioufhe image
are obtained, the local image feature is fused wlhih space relation via the Markov random field MR
Heres =1, 2,3 indicates different scales of images in the model.

d(s+1) :%z JOLN (i)} q(9

N (i) is 4 adjacent blocks of the imagender the dimensios) so MRF model is described as follows:

2 M d _ - 2
p(d| X:6, o)=L eXp(z(d(l) K0Y _$3 5 @450

2
-1 201, s1 =1 j=N, (t) 20,

2rs

M is the sum of the minimum dimension blocks inithage. X is the absolute depth feature of the image block
8,0 are the model parameterZ.is the normalization factor. The conditional pritity P(d| X;8) with

maximum training set is used to estimate the pamarfg. In additiondy,, =Uy | Y| OF =V, % are
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estimated.U,; >0 and V, >Oare a group of parameters which can dig to (d, ()~ d ($))*and fit oy,
to (d(r)-6'%)".

In [8], the system collects 425 true depth diagrafthe scenario by using a customized 3-D lasanrser. 75%
images are used to train this MRF model and resi2o® images are used for test. Given a test imafier the
image features are extracted, the MAP estimatehefdepth of the field of the scenarios is obtained the
maximization equation above. The figure 2 showsttdejmgram of two groups of true image depth diagrand
depth diagram predicted by using this model.

FIGURE 2: Depth diagram
(Left: original diagram, middle: true depth by ugia laser scanner, right: depth diagram computea logyodel)

3. SPACE LABELINGALGORITHM

3.1 Overview

Some research indicates that the images colleééedovnmon mobile carrier have the following featuréhe sight
line is horizontal, the image has 3-D affine featuand most pixels can be divided into heaven,rgt@nd middle
scene. In addition, the middle scene can be dividteddifferent orientations. To determine objedentation in an

area, the long line of this area can be extractetithe crossover point of these lines is computedyely affine

center. The collected images has 3-D affine featswethe artificial objects such as building anchifwre in the

scene have an affine center. The affine disappg@oaimt of the left object is on the left side bétimage, the affine
disappearing point of the right object is on tlghtiside of the image, and the affine disappegigt of the object
orienting to the observer is inside or above andeurthe image. In addition, partial natural objestish as hill and
wood have irregular shapes and have no affine festmext label a pair of input images as the hgaymund and
middle scene. The middle scene is further divided left, right, observer-oriented and non-orieiptatscene. We
finally expect to get the ground area. Generally abstacles orient to the observer or have no fipecientation,

so the space layout labeling is favorable to thalfobstacle detection and road segmentation. iflueef 3 shows

our labeling structure of the image.
Image scene
: , !

The heaven Middle scene Ground

}
I I I l

left right Observer- Non-oriented
oriented

FIGURE 3: Type of image space layout labeling

Generally the image should be segmented into diffeparts to label different areas. Now it is difft for the
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existing image segmentation algorithm to realizaldsegmentation, so we propose a multi-segmentatmdel to
minimize segmentation error. First, for an image, wse a diagram-based segmentation algorithm fidsagment

the image by using different parameters to get fferéint segmentation assumption Se;(q,n-, §). The

optimal segmentation parameters cannot be knowansupervised image segmentation, so the optimafjema
segmentation must be assumed and be stored iettl& or is the combination of different elementSi even if S
has no an ideal segmentation, each element o$¢his meaningful for final labeling.

3.2 Use feature

Each image block uses the following features inntle¢hod of this paper:

Color feature: it includes 3-D HSV mean, 3-D RGBamg5-D Hue histogram, 1-D entropy, 3-D saturation
histogram and 1-D entropy.

Shape feature: it includes total 1-D pixels/congkssure area;
Texture feature: it includes 12-D DOOG filter outpu
Position feature: it includes mean of x and y camaté of all 2D pixels.

3-D geometric feature: it includes number of 1-Mdddine, ratio of 1-D approximate parallel longdjndistance
from1-D disappearing point to image right side tatise from1-D disappearing point to image centetadce
from1D disappearing point to image top, 12-D loing Idirectional histogram and 1-D entropy.

At this time, the color, shape and text featurefegguently in different image system. Most imageBected by the
camera are horizontal, so generally the grounchifeuthe image and the heaven is above the imdgepadsition
feature can better distinguish them in our taskalfy 3-D geometric feature is used to determireedhientation of
the middle scene. The key issue is how to extreectdng line and compute the affine disappearirigtpo

First, we use canny operator to detect the image edid extract a long line. We eliminate the lirféclv length is
less than the threshold. We select 5% image widltthé test. Finally we compute the direction gratief each
pixel for each independent line and representlitméswith a 16-D histogram, but if over 90% pixelsa line will be
within a dimension in the histogram, we regardsittee long line of this dimension.

Next we will compute the affine disappearing pdiyt using a classical 3-D perspective camera mddethis
model, 3-D spaceX =(X, Y, z1) is mapped to 2-D graphic spa¥e= (X, y,1)". This mapping meets the
relationAX = pgX . p =[l,.,, 0] 0 R>**is the mapping matrix,g = (R, T)[] SE3) is rigid transformation
represented as @ % 4 matrix. Ais the scale factor of unknown poiXton depthZ. The line identified with the
pointX, andX, in the image can be represented with a normal pherieh is orthogonal to the line I. | is crossing

line between the plane passing the mapping cemigriraage plane, namely = X XX, = 5(1X2 )?1is the tilted
symmetric matrix related tox=[xl, X, )(3]T . The public normal place of two lines in the image

isv=1 %I, =] ,. Given a group of lines, our public disappearingnpcan be obtained by solving a linear least
squares estimation.

mvinzn: (I"v)?

This equation is consistent with solutionmafn, || Av|f. Different columns of the matrixA[J R™® are the line

|i with same disappearing point direction. In practjege use lines with similar directional histograomtompose

matrix. In addition, the reference [11] describ®es method to solve this equation. The figure 4 shestimation of
the long line detection and affine disappearingipdihe lines with same color have similar diregsibhistogram.
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FIGURE4. Long line and affine disappearing point

3.3 Labeling algorithm
The space layout label is regarded as multi-lab@lpm. AssumingC ={¢, :-+, C} is the label set,.S'0 S is

the segmentation assumption ard’ ={h{, e htn} is the image block set B . For one image blocm;in the

Jth

segmentation assumptiSﬁ, its label vect0r|; is a 7D vectorl™ dimension indicates probability of this image

block with label C, and is represented with [0, 1]. One pixel p of ithege belongs to different images in each
segmentation assumption. We indicate the imagekidet covering the pixgd in S by usingH b ={hl, e hg} .

L, ={IY, ---,Ig} is the corresponding label vector set, we can ssmelabel vector of the pixgl with L,
namely:

Lp:iZ:l:ﬂiIip

7T is the weight factor and is used to represent viegjation between the pixel label vector and tigel vectors of
different image blocks with this pixel.

It shows that the core of the algorithm is to tfan®s to multi-labeling problem of each image bldokthe image
segmentation assumption set. In practical reseavehdownload 200 training images from Internet,ludeg
indoor and outdoor scenarios, segment images i0tdifferent segmentation assumptions, manually | lalaeh
image block of each segmentation assumption, arfdrpeiterative training on the labeling set byngiAdaboost
In the test, we classify the image blocks with umkn labels by using this model and finally proc#ss label
vector of each pixel in the images by weightingatidition, we select 10 images, manually label gaxél, select

100 pixels as the sample T, and g&tby solving a least squares estimation.

miny. > (L,=7l)", st720Y 7 =1

pCT iC[1,10]

The figure 5 displays the confidence diagram diedént labels by space layout labeling of a testgen The
results with ground label indicate ttead segmentation.

3.4 Fusion of space layout and object depth

After the space layout label of the imageoistained, it indicates that the road segmentatisk is roughly
completed. To establish more accurate image 3-Elaspaodel, we combine the space layout label \thida
depth by using a SVM. In training, we representhepixel of images with a 8-D vector. 1-7 dimensions
indicate the confidence of labels in the spaceuaiabeling. & dimension is the estimated depth. In the test,
we manually label the obstacle area, use the pixele obstacle area as the positive samples, s@givels in
other areas as the negative sample to train arlcwa SVM. In the test, we classify each pixethe images by
using the trained SVM and finally determine if e@tkel is within the obstacle area [12
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FIGURE 5: Label confidence diagram of partial space labels
(Left up: original diagram. Right up: ground. Left middle: middle scene. Right middle: left object. L eft down: right object. Right down:
obser ver-oriented object)

EXPERIMENTAL SECTION

To evaluate our method, we test this method bygusie ETH obstacle detection data set [13]. Thia dat includes
several continuous video from different street acms. Generally the obstacles include pedestr@autsvehicles.
We select 100 images from the video and manualigllabstacles area in 90 images. We train them bygusin
SVM. Obstacles remote from the observer have félwances on the algorithm in partial images, soomky
label the main obstacles in the images.in traimhg§VM and randomly select 1000 positive samplelsiand
1000 negative sample pixels. 50 images are useggorin evaluation test, we compute the accuratgy by

G
usingRZﬁ. P is the image pixels predicted as the obsta@eis. the image pixels manually labeled as

pUG
the obstacle. The table 1 is the final evaluat&st tesults. It shows that the image 3-D infornmatian be
mined to most extent by combining the depth withspace layout.
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FIGURE 6 Obstacle detection and road segmentation results obtained by combination of space layout labeling and depth
(Up: original diagram. Middle: road segmentation. Down: obstacle detection)

The experimental results indicate that our scheasehigher accuracy rate for road detection andeewgnize the
main obstacles in the image in the obstacle detedtisk. In addition, we further evaluate and testscheme by
using depth information, space layout informatiod #heir combination. The figure 6 lists partiatteesults, which
include the obstacle detection and road segmentediults

TABLE 1: Accuracy rate of obstacle detection

Method Accuracy rate
Depth+SVM 62.7%
space layout labeling +SVM 68.2%
Depth+ space layout labeling +SVIM79.3%

CONCLUSION

In this paper, we establish 3-D spatial model pace layout labeling and depth estimation of thaeges. The
experiment proves that this model can better desdhe image scenario, so monocular 3-D recongiruct
qualified for obstacle recognition and road detettiThe weakness of this algorithm is difficultydatection
of a long line under fully natural environment, ainiwill affect classification based on SVM latedaeduce
accuracy rate. We will further improve feature agtion method under the complicated environmemthén
optimize monocular 3-D spatial model, and enhatecmbustness and applicable cases in future.
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