ABSTRACT

Time-delay estimation is widely used in sonar and radar applications. In order to estimate time delay accurately in variable signal to noise ratio (SNR), an improved algorithm of adaptive time delay estimation (TDE) based on fourth-order cumulants has been proposed in this paper. The single adaptive filter in the conventional model is separated into two adaptive subunits connected in cascade, one is to track the delay, the other to track the SNR, so as to obtain the accurate signal time delay estimation in the low and variable SNR. The theoretical analysis and simulation results confirm the validity and feasibility of the proposed algorithm.
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INTRODUCTION

Time Delay Estimation (TDE) as an active research in signal processing is widely used in the fields of radar, sonar, communication and so on. The common methods are phase method, double spectrum method, correlation method, adaptive filter parameter model method and so on. With the continuous development of signal processing methods, a variety of algorithms are introduced into time delay estimation, which improves the precision and convergence, reduces the computation. Because of blind Gauss property high order accumulation is widely used in time delay estimation. Liu Ying et al.[1] proposed an adaptive time delay estimation algorithm based on fourth-order cumulants (FOC-LMSTDE), which can effectively suppress the influence of correlated Gauss noise, but in the case of low SNR the estimated results are not satisfactory. Aiming at this problem, a new algorithm of time delay estimation algorithm FOC-ETDE is proposed in the literature[2], which can suppress the impact of related or not related to Gauss noise, and obtain the accurate time delay estimation of non Gauss signal in lower SNR. However when SNR changes, the performance of the system is greatly reduced.

In this paper, an improved adaptive time delay estimation algorithm is proposed. The single adaptive filter is separated into two adaptive subunits connected in cascade, one is to track the delay, the other to track the SNR, so as to improve the performance in the variable SNR.

MATHEMATICAL MODEL

Consider one signal beamed from a distant source, with interference and noise in the channel. Thus the signal parameter model received on two spatially separated sensors[3] is:

\[ x(k) = s(k) + w_1(k) \]  
\[ y(k) = as(k-D) + w_2(k) \]
In the formula $s(k)$ is non Gauss and zero mean stationary random signal, $s(k - D)$ is the time delay of $s(k)$, $a$ is the fading factor that satisfied $a \in (0,1]$, usually $a = 1$. $w_1(k)$ and $w_2(k)$ are the correlative zero mean Gauss noises which is independent with $s(k)$.

By convolution theory:

$$s(k - D) = \sum_{n=-\infty}^{\infty} \sin c(n - D)s(k - n)$$

(3)

Where $\sin c(v) = \sin(\pi v) / \pi v$, then replace $\infty$ with a large positive integer $p$ ($p > |D|$), and ignoring the truncation error, we can get the sampling values of the function.

Insert the formula (3) into (2):

$$y(k) = a \sum_{i=-p}^{p} \sin c(i - D)s(k - i) + n_z(k) = a \sum_{i=-p}^{p} \sin c(i - D)[x(k - i) - n_1(k - i)] + n_z(k)$$

(4)

The purpose of time delay estimation is to suppress the Gauss noise effectively by using the limited observation signal $x(k)$ and $y(k)$, so as to estimate the time delay $D$.

ALGORITHM ANALYSIS

For stationary random process with zero mean $x(k)$ and $y(k)$, the FOC of the random variable $x(k)$ can be defined as follows:

$$C_{xxx}(\tau,0,0) = cum[x(k), x(k + \tau), x(k), x(k)]$$

(5)

Define cross four order cumulants(CFOC) of the random variables $x(k)$ and $y(k)$ as:

$$C_{sysx}(\tau,0,0) = cum[x(k), y(k + \tau), x(k), x(k)]$$

(6)

Insert the formula (4) into (6), we get

$$C_{sysx}(\tau,0,0) = cum \left[ x(k), a \sum_{i=-p}^{p} \sin c(i - D)[x(k - i + \tau) - w_1(k - i + \tau)] + w_2(k + \tau), x(k), x(k) \right]$$

(7)

According to the properties that the cumulants can be added and the FOC of Gauss noise is zero, the equation(7) can be sorted out:

$$C_{sysx}(\tau,0,0) = a \sum_{i=-p}^{p} \sin c(i - D)cum[x(k), x(k - i + \tau), x(k), x(k)]$$

(8)

That is:

$$C_{xxx}(\tau,0,0) = C_{sysx}(\tau,0,0)$$

(9)

$$C_{sysx}(\tau,0,0) = a \sum_{i=-p}^{p} \sin c(i - D)C_{xxx}(\tau - i,0,0) = a \sum_{i=-p}^{p} \sin c(i - D)C_{sysx}(\tau - i,0,0)$$

(10)

Apparently the Gauss noise contained in $C_{xxx}(\tau,0,0), C_{sysx}(\tau,0,0)$ is suppressed.

The formula (10) can be expressed as a vector:

$$C_{xy} = aC_{4x} \cdot S$$

(11)
Where, $a$ is the constant, and

$$S = [\sin c(-p-D), \sin c(-p+1-D), \cdots, \sin c(p-D)]^T$$

$$C_{xy} = \begin{bmatrix} C_{xyxx}(-p,0,0), C_{xyxx}(-p+1,0,0), \cdots, C_{xyxx}(p,0,0) \end{bmatrix}^T$$

$$C_{4x} = \begin{bmatrix} C_{xyxx}(0,0,0) & C_{xyxx}(-1,0,0) & \cdots & C_{xyxx}(-2p,0,0) \\ C_{xyxx}(1,0,0) & C_{xyxx}(0,0,0) & \cdots & C_{xyxx}(-2p+1,0,0) \\ \vdots & \vdots & \ddots & \vdots \\ C_{xyxx}(2p,0,0) & C_{xyxx}(2p-1,0,0) & \cdots & C_{xyxx}(0,0,0) \end{bmatrix}$$

In the use of adaptive time delay estimation method to get the time delay, the optimal weight coefficient should be [4]:

$$\frac{a \cdot \sigma_i^2}{\sigma_i^2 + \sigma_w^2} [\sin c(i-D), i = -p, -p + 1, \cdots, 0, \cdots, p - 1, p]^T$$

(12)

Based on the maximum value of the weight coefficient, TDE is obtained. However this method can get the maximum error in the case of low noise, which leads to inaccurate estimation. In this case, the original adaptive filter coefficients can be decoupled into two parts of $g$ and $\sin c$, with using $\sin c(i-D)$ filter, at the same time adding the gain $g$ for the iterations to track the factor $(a \cdot \sigma_i^2) / (\sigma_i^2 + \sigma_w^2)$ so as to obtain the optimal weight coefficient. In this way the estimation can be obtained directly without the incorrect maximum value. The system model is showed in Figure 1.

![Figure 1: System model](image)

In Figure 1 signal $C_{xxx}(\tau,0,0)$ after an adaptive power factor $\hat{g}$ and an adaptive FIR filter into the output signal $C_{xx}(\tau,0,0)$:

$$C_{xx}(\tau,0,0) = \hat{g} \sum_{i=-p}^{p} \sin c(i-D) C_{xxx}(\tau-i,0,0)$$

(13)

Adaptive error function is defined as:

$$J = \sum_{\tau} \left[ C_{xx}(\tau,0,0) - C_{xyxx}(\tau,0,0) \right]^2$$

(14)

If $\tau = -p, -p + 1, \cdots, p$, the error function is
\[ J = \sum_{i=p}^{n} \left[ \hat{g} \sum_{i=p}^{n} \sin(c(i-D)c_{\text{max}}(\tau-i,0,0) - c_{\text{max}}(\tau,0,0)) \right]^2 \]

\[ = (\hat{g} \cdot C_{\text{max}} \cdot S - C_{\text{max}})(\hat{g} \cdot C_{\text{max}} \cdot S - C_{\text{max}}) \]

(15)

Make the gradient of the error function to the parameters \( \hat{D} \) and \( \hat{g} \) are zero, the optimal parameter vector can be solved. The iterative process of the optimal parameter vector is realized by using the steepest descent method in the adaptive process[5]. Each time the value of the current vector is changed by a negative gradient vector:

\[ \hat{D}(k+1) = \hat{D}(k) - \mu_d \frac{\partial J}{\partial D} \]

(16)

\[ \hat{g}(k+1) = \hat{g}(k) - \mu_g \frac{\partial J}{\partial g} \]

(17)

\( \mu_d \) and \( \mu_g \) is respectively the convergence factor of \( \hat{D}(k) \) and \( \hat{g}(k) \), which is used to adjust the adaptive stability and speed.

We can see that the initial values of delay time and gain in the iterations are needed, initial value \( \hat{D}(0) \) [6] must satisfies \( D - 1.45 \leq \hat{D}(0) \leq D + 1.45 \), \( \hat{g}(0) \) should be between 0 and 1, so as to be converged to the real delay time[7].

SIMULATIONS AND ANALYSIS
The signal source is a stationary signal with zero mean value generated by a non Gauss random signal generator. The real time delay is \( D=2 \), initial time delay estimation \( D=3 \), fading factor \( a \) is 1. The positive order of the filter is \( p=10 \), the sampling points are 2000, and the noise is the correlated Gauss white noise. The performance of FOC-ETDE, FOC-LMSTDE and the improved algorithm are compared using MATLAB in the simulations.

Experiment 1  Time delay estimation under different SNR
Assume SNR is 5dB or -5dB, the results of different algorithm are shown in Figure 2. In the high SNR (SNR=5dB), three algorithms can quickly converge to the true value of time delay. But with SNR decreasing, the detection ability of the algorithms have been reduced. FOC-LMSTDE can not accurately estimate the time delay, compared with FOC-ETDE algorithm the proposed method obtains more accurate estimations.
Experiment 2 Time delay estimation invariable SNR
When SNR reduced from 0dB to -10dB, compare the delay estimation. The first 1000 data with SNR=0dB, the last 1000 data with SNR=-10dB. The optimal solution of the gain factor in FOC-ETDE method is $g^* = 0.09$, when SNR=-10dB the optimal solution is $g^* = 0.5$. In FOC-ETDE method, $g$ is fixed to 1. In Figure 3 we compare their performance in variable SNR. Obviously, FOC-LMSTDE algorithm gets incorrect TDE, the effect of FOC—ETDEE is not good, which is because that any change in the filter parameters is considered to be a change in the time delay, so TDE can not be tracked in time. In contrast, the effect of the improved algorithm is the best, even in the case of a large change to SNR, it can also be converged to the estimated value 2.

CONCLUSION
In this paper an improved adaptive time delay estimation algorithm based on four order cumulants is proposed. The single adaptive filter is separated into two adaptive subunits connected in cascade, which making the adaptive process of time delay and signal to noise ratio to be separated, avoiding the poor performance of delay estimation in variable SNR. Simulation results demonstrate the effectiveness of the proposed algorithm.
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