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ABSTRACT

This paper presents the command of parallel computing on the GPU in contrast to the substantial computations
required in processing of the images. The GPU has long been utilized to quicken 3D applications. With the
appearance of anomalous state programmable interfaces, programming to the GPU is simplified and is being
utilized to quicken a more extensive class of utilizations. Image segmentation has emerged as an imperative stage in
image based applications so our main focus in this work to provide speedup in image segmentation using first order
edges detection operators. As it plays a very vital role in various image based application. With the frequency of
high level Application Programming Interfaces (CUDA - Compute Unified Device Architecture), the supremacy of
the GPU is being leveraged to hasten more common purpose and high performance applications. More precisaly,
this paper emphasis on CUDA as per its parallel programming platform for first order edges detection operators.
Standards are done amongst its parallel execution and its sequential execution.

Keywords. GPU(Graphics Processing Unit), CUDA (Computed Unifi Device Architecture), Image
Segmentation, Order, Edge Detection,

INTRODUCTION

Now a day, parallel computing plays a very vitderm the field of image processing[1]. Image pissirg is a well-
known and established research field. As we aliisathat image processing is a form of signals msiog in
which the input is an image, and the output canabeimage or anything else that endures some expeess
processing. There are various stages are presefmiage processing such as image enhancement, image
segmentation, feature extraction, pattern recagmigitc. Over and over again, processing of aneeitinge, where
the same steps are applied to every pixel of treganThat means a lot of repetition to do the senok. Newer
technology of acquisition of an image allows betfeality images to be taken. That are responsibidifyger files

in size and longer processing time. CUDA prograngmimodel developed by NVidia provides an efficient
environment of parallelism on GPUs. This reseaigbep deals with a very important technique of imaigeessing
i.e. first order edge detection operation suchrasvi®, Sobel and Roberts edge detector using CWRASPU. For
this we have divided this paper into several sestioext section Il describes the brief summary roage
segmentation, first order edge detector operaPd) and CUDA. Section Il describes the parallgbiementation

of edge detection in CUDA programming environméiperimental Setup and Results have been giveadtios

IV. And finally Discussion and conclusion is giviensection V.
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I. Brief Overview Image Segmentation, GPU and CUDA

A. Image Segmentation

Image Segmentation is the procedure of segregatinighage into its constituent regions and extrgcinrmeaning
full information from it[2]. It is one of the imptant step of analyzing an image. It could be usedotclusion
boundary estimation within motion or stereo systeotgect recognition, image compression, imageirgglitor
image database look-up.

There are different methods of classifying imaggnsentation algorithms[2][3].

One of the way to classify segmentation algorithweig as below:

1. Threshold based segmentation: Histogram thresholding and slicing methods areduto segment an image.
They may be applied directly to an image, but daa be combined with pre- and post-processing tigcies.

2. Edge based segmentation: With this technique, detected edges in an imageaaticipated to characterize
boundaries of an object, and used to identify tlugects.

3. Region based segmentation: In this type of segmentation an edge based methtedendeavor to treasure the
object boundaries and then locate the object itsefflling them in, a region based method procetbgsconflicting
methodology, by (e.g.) preliminary in the centrbba object and after that “growing” outward tilldncounters the
boundaries of the object.

4. Clustering techniques: Although clustering is occasionally used as abaym for (agglomerative) segmentation
techniques, we use it to signify methods that aaénty used in investigative data investigation mhhdimensional
measurement configurations. Based on this contiidfering methods endeavor to group together pettidnat are
comparable in some sagacity. This penalty areseiig eomparable to what we are endeavoring to donwie
segment an image, and certainly some techniquelsistering can willingly be pragmatic for image semtation.

5. Matching: It is applied when we know what an object we wislelassify in an image (almost) looks similar, we
can use this information to discover the objectsene in an image. This methodology of segmentasocalled
matching.

In our paper we have focused on edge based sedinantAs edges provides an outline of the objecttHe
physical plane, edges correspond to the discomisuin surface orientation, depth, change in net@roperties
and light variations [5].

Edge detection process consist the following stgysn as below:

2

/ Input Imag: /

v
Filtering

v
Differentiation

v

Localization

v

/ Display /

Figure 1: Edge Detection Process[3]
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Filtering: In this stage a filter is used to enhance the guafian image. Generally, Gaussian filters areduse its
effectiveness for real time images.

Differentiation: This stage separates the pixels present in thearfiag other pixels.
Localization: This process includes determining the exact lonatitthe edge.

There are four types of edge detection operatarsasailable: Gradient or derivative filters, tentplanatching
filters, Gaussian derivatives and pattern fit apptes

We have focused on First Order Derivative filteiscdssed as below
B. First order Edge Detection Derivative Operators
Local transitions among different image intensitiesstitute an edge. Therefore, the aim is to nreabe intensity

gradients. So edge detectors can be viewed asegtatdilculators.

Based on the differential geometry and vector dak;uhe gradient operators is represented as below

K
- [f ®

9y

Applying this to image f, we gets
of

v - |&] @
oy

Difference between the pixels are quantified bydredient magnitude. These difference can be ertbim 2D as
af of . L
& =5 and g =3 Then the magnitude is given by

V) = mag(VF(xy) = [g:2 + g,%Tz 3)

The gradient direction is given IBy= tan™! z—z. 4)

Prewitt Operator:
This method takes the central difference of thgmgbring pixels. So the difference can be viewededsw:

L= fx+D-flx-1/2 ®)
In 2D this is like
f(x+1'}’)—f(x—1,Y)/2 (6)

The central difference can be obtained by usingrhsk [-1 0 +1]. This method is very sensitive tise. Hence to
avoid noise, this method does some averaging.

The prewitt approximation using 3 X 3 mask is giaanfollows:

V= (z;+2zg+ 29) — (21 + 2, + z3)| + |(23+ 26 + 29) — (21 + 24 + z7)| (7)
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It masks are given as follows:

-1 -1 -1

My= 0 0 0 (8)
1 1 1
-1 0 1

M,= -1 0 0 (9)
-1 0 1

Sobel Operator:
It also relies on the central difference. It carvi@ved as the approximation of the Gaussian dévies.

A 3 X 3 digital approximation of the sobel operatogiven as
Vf E |(Z7 + 2Z8 + Zg) - (Zl + 2Z2 + Z3)| + |(Z3 + 226 + Zg) - (Zl + 2Z4 + Z7)| (10)

It masks are given as follows:

-1 -2 -1

M= 0 0 0 (11)
1 2 1
-1 0 1

My= -2 0 2 (12)
-1 0 1

0 1 2
M= -1 0 1 (13)
-2 -1 0
-2 -1 0
My,= -1 0 1 (14)
0 1 2
Roberts operator:

Assume f(x,y) and f(x+1,y) be the neighboring psxeThe difference between the adjacent pixels taioéd by
applying the masks [1 -1] directly to the imagey&t the difference between the pixels. This mathiealty defined
as follows:

L= fa+1y) - fy) (15)

The approximation of this type of operator can lahamatically defined as follows:
a
O =2k = (29— 75) (16)

_of
gy—5= (zg — 26)

Roberts masks of the given cross difference are

-1

_ 0 -1
%= 5 4

And g :(1) 0

Its magnitude is
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1
Vf(x,y) = mag(Vf(x,y) = [9:* + g,°]2 17
And the edge orientation is given as

6 = tan tZ& (18)
9y

C. GPUs (Graphics Processing Unit) and CUDA (Computed Unified Device Architecture) Programming
Model:

It is a graphical processing unit which empowersousin high definitions graphics, which are thquest of current
computing. GPU computation has delivered an enosmedge above the CPU with reverence to speed of
computation. The basic difference between the GRUGPU are given below defined by [4].

Table 1: Difference Between CPU and GPU

CPU GPU
It is having Quick caches (great for data reuse) mBhous of units of math
Fine branching granularity Fast access to onboard memory
Numerous different processes or threads Executegagm on each vertexor fragment
High performance on a single thread of execution ghHihroughput on parallel tasks
CPUs are best for parallelism of task GPUs arefbegtarallelism of data
CPU optimized for high performance on sequentialesoin terms off GPU optimized for higher arithmetic intensity foarpllel nature in
caches and branch prediction terms of Floating point operations

Therefore, it is one of the utmost fascinating arefresearch in the arena of recent industrisadaeh and growth.
It is gaining approval in performing computationhaxstive jobs and is compatible for the applicatioh data
parallel computation. There are some basic Thaxeseveral studies have been done till now whiclerdss about
the structure of GPU given in [1].

The CUDA (Compute Unified Device Architecture) ipmgramming model which is developed by NVIDIA. &p
from this that is a software environment delibedai® handle tasks of parallel computing. Its clueficepts are a
hierarchy of groups of threads, barrier synchrdivnaand shared memories. These concepts delipesgzamming
model used for parallelism data, thread and tasks.

CUDA presents a configuration to the programmeG8fU which consist of a collection of threads toase in
parallel. This structure is analogous to the tradél SIMD (Single Instruction Multiple Data) palmodel.

The computation standard of the CUDA defined byigsjiven as follows:

» A program is distributed into blocks that can @xe concurrently. It is a cluster of threads malpjmea solitary
multiprocessor used by the programmer to sharendsmory. All available resources are divided equahyongst
all threads of concurrent blocks on a single muitieessor. Furthermore, the data is also allocatedngst all
threads in a SIMD fashion by the programmer.

* All threads are systematized into warps. It isluster of 32 parallel scale threads, that canparallely on the
multi-processors. Furthermore, each warp runsasglikernel instruction at a while. Assortments dcirps are
identified as thread block and these threads egemuthe identical multiprocessor and usage an atrafithe local
storage. So, the programmer can spontaneouslyrdgsgiumeral of threads to be accomplished.

» The GPU processes numerous threads concurrgntlgibg the kernel on respectively one of them ekl is the
code executed by the threads; the executable iedtaanongst all of the threads present in the syske order to
classify the restrictive implementation of operaoon multi processors, the programmer can easigess
individually on a distinctive thread ID.

* Memory hierarchy in the CUDA is in the form ofgisters, global memory, constant memory plus testur
Register file is the fastest level in hierarchy lewer only has a restricted amount of space. Ifalleabout Constant
memory, it is a subsection of device memory whickhared among processors and cannot be altees@@ition
time by a device. Global memory allows r/w, read amite maneuver from all threads, however it isached and
has extensive latencies. Texture memory is a stibseof the device memory; it is read-only on thevide,
provides faster cached reads, and allows addretsioggh a specialized texture unit.
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I1. Implementation

For efficient implementation we have extensivelgdi€CUDA environment on GPU (Version of CUDA andi&er
of GPU is given in result and discussion sectidiy.use CUDA extensively for purpose of implememtative
divided the edge detection into several sectiofianel@ as below using different functions of CUDA.

1.cudaMalloc( ): This is used to call CUDA library for the allocatiof memory on the device i.e. present GPU on
the system. Prototype is given as
cudaMalloc(( void **) & device_pixels , Size_Image

2.cudaMemcpy( ): This is implemented to copy the substances of tst tmemory to the device memory referenced
by device_pixels. Prototype is given as

cudaMemcpy( device_pixels , host_pixels , Size_kmagdaMemcpyHostToDevice );

basically host_pixelsrepresents the pixels presamtSPU.

3.cutCreateTimer( ), cutStartTimer () and cutStopTimer( ): CUDA requests to create, start and stop the thyer
these. Prototype is given as

cutCreateTimer (&timer )

cutSartTimer (timer )

cutStopTimer (‘timer )

4.dim3 block( ) : It defines block sizes. For example 32 x 32 faz4.€hreads per block.
Prototype is give as
dim3 block(32,32);

5.dim3 grid( ):It articulates size of the grid. If the image issife 512 x 512, then the grid will be of 32 x 3®la
will have 1024 blocks. Subsequently apiece bloakoerpasses 512 threads, this will aggregate to 2524MHich is
precisely the numeral of pixels in a 512 x 512 imdgrototype is given as

dim3 grid( width/32, height/32);

6. To call the device method suppose named as funatitgedetect_device following prototype are used
function_edgedetect_device<<<grid, block >>> ( device pixels, device resultPixels, width , height );

7.blockldx .x * blockDim .x + threadldx .x to find exact location of pixel's x value and
blockidx .y * blockDim .y + threadldx .y to find exact location of pixel's y value have hamplemented. These two
commands fundamentally define which thread processvhich pixel present in the image. As computedvab
there are 262144 threads performing on 262144 piwel512 X 512 image. Each thread performed opitlusive
pixel and elude processing the pixels preservedother threads. Subsequently each thread is exelysiv
recognized by its peculiar thread id, block id amel know the proportions of the block, we can use dbove
discussed technigue to allocate a distinctive pgirerdinate for separately thread to work on.

8.cudaThreadSynchronize (): This function used to instruct the threads to dowte before accomplishing
auxiliary instructions.

These above are the pre-defined functions preserthe CUDA libraries that are used expressivelysiBa
fundamental is to take input image in the hast CPU, transfer it pixel values to the device G®U where the
specific threads are able to handle specific piaiies that perform edge detection using specifisk/bf particular
first order edge detector operator described aseahnd then the segmented image is displayed thriheghost.

[11. Experimental Setup and Results

Three Experiments have been performed with diffedata sets contains images with different size, Rirst data
set contains 20 images having size 512 X 512, Skdata set contains 20 images having size 102424 20d the
third data set are having 20 images of size 30307%2.

All three experiments are having following hardwarel software configuration:
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Hardwar e Environment:

Processor: Intel Core i7 -4710 CPU @2.50 GHz
RAM (Random Access Memory): 8 GB

Hard Disk Drive: 1 TB

GPU: Ge Force GTX 860M

Cuda Cores: 640

Softwar e Environment:

System Type: 64 Bit operating System, x — 64- based processor
Visual C++ 2010 Express

CUDA Version 5.0

Note: Speed up is calculated using the parallel implementation of edge detection algorithm and its sequential implementation in same
system.
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Figure 2: Speed up plot for 20 images of size 512 X 512
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Figure 3: Speed up plot for 20 images of size 1024 X 1024
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Speed up(3072 X 3072)
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Figure4: Speed up plot for 20 images of size 3072 X 3072
DISCUSSION AND CONCLUSION

As we have already discussed that GPUs are widsdd o accelerate several 3D applications, diftekerd of
simulations and gaming. Different programmablerfaizes considered as High level allow this expesshhology to
be used for general purpose computing. NVidia's @Udovides the efficient environment to implemenist This
paper gives an outline of the type of performar@i@gin the implementation of the basic and impurtachnique
of image processing i.e. first order edge detecioerator that can be accomplished by switching eetipl
programming model over to the parallel programmimgdel. Techniques of Image processing algorithnes ksd
of algorithms that work significantly in attainirige best remunerations of CUDA. Generally, algonghof image
processing are such that in which a type of contjoutas repeated frequently in enormous amounigeakave seen
in edge detection. Maximum of these techniquesbeaprocessed individually of each other. In ourguape have
perfectly utilized CUDA’s huge amounts of threads ®@PU Ge Force GTX 860Mand got significant resilte
have tested 60 images consisting three differemst @12 X 512, 1024 X 1024, 3072 X 3072) and fospeed up
around hundred times in terms of percentage. Agéns@gmentation is one the important step of inaagdysis for
this our paper provides the fast and quick mechang do that significantly. As per future aspe& @an handle

other time consuming techniques of medical imagegssing using CUDA to provide the quick and prorepults
to medical practitioner who are can use it forttment planning.
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