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ABSTRACT

DNA microarray data often contain tens of thousands of genes, where have a lot of irrelevant and redundant genes, these genes may seriously affect the accuracy and efficiency of classification. In order to solve this problem, this paper proposes a feature gene selection method based on improved harmony search algorithm. Firstly, genes are ranked using Relief F algorithm and preselected genes subset is obtained according to ranked-top genes. Then using improved harmony search algorithm to select feature genes from above genes subset. Finally we implement simulation experiments on three public microarray data sets. The results show that the proposed algorithm can achieve very high accuracy in the feature genes less, and is a effective and efficient feature genes selection algorithm. Especially, selected feature genes can help to understand microarray data.
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INTRODUCTION

Gene chip [1] which also known as the DNA microarray is an advanced, large-scale, high-throughput detection technology, which has been widely and successfully applied in many fields of disease diagnosis, drug screening[2-3], and will be for human disease diagnosis, treatment and prevention of opening up new way, provide technical support platform for the rapid screening and pharmacogenomics in drug development studies of lead compounds.

Microarray data set contains tens of thousands of genes, but the number of samples are often less than one hundred. In the tens of thousands of genes, most of them have no obvious contribution for cancer classification, only a small amount of closely related genes have relationship with the classification task, and the noise and redundant genes will seriously affect the classification performance and efficiency. In order to figure out this problem, we choose the solution like using genes selection to eliminate the redundant and irrelevant genes, and will reduce the decrease the cost and improve the accuracy of clinical diagnosis, and this method also supply the reliable basis [4-5] for predicting disease.

At present, there are to two way to take feature gene selection which is filtration method(Filter) and winding method (Wrapper) [6-7]. The filtering method is usually adopted as a strategy to evaluate the relevance of each gene classification task, then order genes by the level of correlation and choose the higher ranking genes as the feature gene. The common filter method include "t- test" [8], "Fisher index" [9], "ReliefF"[10] and " classification index" [11]. It has many advantages like high efficiency, easy to implement, but it does not consider the interaction between each genes and will easily lead to produce the redundant genes. Wrapper method is usually adopted to evaluating classification algorithm for classification performance on a feature gene subset, then according to the evaluation result according to some strategy on set to adjust, in order to seek optimal factor set objective. Some heuristic search algorithm has been widely used in this field, such as genetic algorithm (Genetic Algorithm, [12-13] GA), particle swarm optimization (Particle Swarm Optimization, PSO) [14], ant colony algorithm (Ant Colony Optimization, ACO) [15]. Wrapper method has the advantages of good classification performance, less feature gene selection, but also have many disadvantages such as huge calculation, high time complexity, producing over fitting phenomenon in
the high dimension, high noise data.

In order to solve this problem, this paper proposes a hybrid method of feature gene selection. The first stage is based on the ReliefF algorithm and calculate the correlation between each gene and categorical attributes. The second phase is using the improved harmony search algorithm to select feature gene. 

**EXPERIMENTAL SECTION**

**ReliefF algorithm:**
ReliefF is an extended and more robust version of the original Relief algorithm [12]. In contrast to many heuristic measures for feature selection, ReliefF does not assume conditional independence of the variables. The main idea of ReliefF is to estimate the quality of features based on how good their values discriminate between samples that are close. Consecutively random samples are drawn from the data set. Each time the k nearest neighbors of the same class and the opposite class are determined. Based on these neighboring cases the weights of the attributes are adjusted. As within the two previous algorithms the variables are ranked and different models are built by dropping the variable with the smallest weight. The remaining part of the selection procedure is completely analogous to the one followed in the two previous methods. Although the ReliefF algorithm is computationally more expensive and complex than the previous techniques, the cost of an exhaustive search is still much higher.

**Harmony algorithm:**
The HS algorithm has been recently developed in an analogy with music improvisation process where musicians in an ensemble continue to polish their pitches in order to obtain better harmony. Jazz improvisation seeks to find musically pleasing harmony similar to the optimum design process which seeks to find optimum solution. The pitch of each musical instrument determines the aesthetic quality, just as the objective function value is determined by the set of values assigned to each decision variable. The steps in the procedure of classical harmony search algorithm are as follows:

Step 1. Initialize the problem and algorithm parameters. 
The optimization problem is specified as follows:

\[
\min f(x) \quad \text{s.t.} \quad x_i \in X_i, i = 1, 2, \cdots, N
\]

where \( f(x) \) is an objective function; \( x \) is the set of each decision variable \( x_i \); \( N \) is the number of decision variables, \( X_i \) is the set of the possible range of values for each decision variable, \( X_i : x_i^L \leq x_i \leq x_i^U \). The HS algorithm parameters are also specified in this step. These are the harmony memory size (HMS), or the number of solution vectors in the harmony memory; harmony memory considering rate (HMCR); pitch adjusting rate (PAR); and the number of improvisations(Tmax), or stopping criterion.

Step 2. Initialize the harmony memory. 
The HM matrix is filled with as many randomly generated solution vectors as the HMS

\[
HM = \begin{bmatrix}
    x_1^1 & f(x_1^1) \\
    x_2^1 & f(x_2^1) \\
    \vdots & \vdots \\
    x_{HMS}^1 & f(x_{HMS}^1) \\
\end{bmatrix}
= \begin{bmatrix}
    x_1^1 & x_2^1 & \cdots & x_N^1 \\
    x_1^2 & x_2^2 & \cdots & x_N^2 \\
    \vdots & \vdots & \cdots & \vdots \\
    x_1^{HMS} & x_2^{HMS} & \cdots & x_N^{HMS} \\
\end{bmatrix}
\begin{bmatrix}
    f(x_1^1) \\
    f(x_2^1) \\
    \vdots \\
    f(x_{HMS}^{HMS}) \\
\end{bmatrix}
\]

Step 3. Improvise a new harmony. 
Generating a new harmony is called 'improvisation’. A new harmony vector, \( x = (x_1, x_2, \cdots, x_N) \), is generated based on three rules: (1)memory consideration, (2)pitch adjustment , (3)random selection. The procedure works as figure 1. \( x_i^r \) is the ith component of \( x^r \), and \( x_i^j (j = 1, 2, \cdots, HMS) \) is the jth component of the jth candidate solution vector in HM. Both \( r \) and \( rand() \) are uniformly generated random number in the region of [0,1], and \( bw \) is an arbitrary distance bandwidth.
Step 4. Update harmony memory. If the new harmony vector, \( \mathbf{x}' = (x'_1, x'_2, \cdots, x'_N) \), is better than the worst harmony in the HM, judged in terms of the objective function value, the new harmony is included in the HM and the existing worst harmony is excluded from the HM.

Step 5. Check stopping criterion. If the stopping criterion (maximum number of improvisations) is satisfied, computation is terminated. Otherwise, Steps 3 and 4 are repeated.

Our proposed method:
As with other intelligent algorithm, harmony search algorithm has premature phenomenon. In order to overcome the algorithm later stagnation, this article uses the literature in [16] algorithm, the introduction of the parameters, it increases with the number of iterations and reduce the worst at the early stage of the algorithm, and major updates and curry, late updates the best harmony harmony in the library, this kind of algorithm can effectively prevent the premature phenomenon, and can accelerate the the convergence process. The improved harmony search algorithm and specific steps are as follows:

Step 1: set up parameters: the number of variables \( N \); the maximum number of iterations \( T_{max} \); harmony memory size \( HMS \); tone tuning probability \( PAR \); the pitch adjusting bandwidth \( bw \); memory value probability \( HMCR \).

Step 2: initialization of memory \( HM \): According to \( x_i = \text{round}(\text{rand}(1, N)) \), the vector is randomly generated, which is composed of ‘0’ and ‘1’ and length is \( N \). The ‘1’ and ‘0’ represent that the corresponding gene is selected or not selected.

Step 3: calculate each harmony fitness value in \( HM \); training subset and testing subset are produced according \( x_i \) and then classification accuracy by using SVM on testing subset is as fitness value of \( x_i \), that is \( f_i = f(x_i) \), and the best harmony \( x_{\text{best}} \) and worst harmony \( x_{\text{worst}} \) are found out.

Step 4: generate a random number \( \text{rand} \) and compare with \( WSR \). If \( \text{rand} > WSR \), the worst harmony \( x_{\text{worst}} \) is selected, that is \( x_{\text{new}} = x_{\text{worst}} \); otherwise the best harmony \( x_{\text{best}} \) is selected, that is \( x_{\text{new}} = x_{\text{best}} \).

Step 5: generate a new variable. If \( \text{rand} < \text{HMCR} \), the new variable comes from harmony memory; otherwise, if \( \text{rand} < \text{PAR} \), the new variable is adjusted according to \( x_{\text{new}} = \text{round}(x_{\text{new}} + (2\times\text{rand} -1)\times bw) \), otherwise \( x_{\text{new}} = \text{round}(\text{rand}(1, N)) \).

Step 6: step 5 is repeated until all variables of new harmony are generated.

Step 7: update harmony memory. Firstly, the fitness of new harmony is calculated, that is \( f_{\text{new}} = f(x_{\text{new}}) \). Secondly, if the worst harmony is selected, then \( f_{\text{new}} \) and \( f_{\text{worst}} \) are compared. If \( f_{\text{new}} > f_{\text{worst}} \), then \( x_{\text{worst}} = x_{\text{new}} \). If the best harmony is selected, then \( f_{\text{new}} \) and \( f_{\text{best}} \) are compared. If \( f_{\text{new}} > f_{\text{best}} \), then \( x_{\text{best}} = x_{\text{new}} \).

Step 8: check the algorithm termination conditions. If termination conditions is achieved, the best harmony is outputted, otherwise goto step 3.

EXPERIMENTAL DATA AND METHODS

To evaluate performance of our proposed method, eight benchmark microarray datasets are selected and used in our experiments. The three datasets are described in table 1.

<table>
<thead>
<tr>
<th>Data set</th>
<th>classes</th>
<th>genes</th>
<th>samples</th>
<th>training samples</th>
<th>testing samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLBCL</td>
<td>2</td>
<td>7129</td>
<td>77</td>
<td>32</td>
<td>45</td>
</tr>
<tr>
<td>Leukemia</td>
<td>3</td>
<td>7129</td>
<td>72</td>
<td>38</td>
<td>34</td>
</tr>
<tr>
<td>ALL</td>
<td>6</td>
<td>12625</td>
<td>248</td>
<td>148</td>
<td>100</td>
</tr>
</tbody>
</table>

Experimental results and analysis:
In order to easy to study the RWBHS algorithm, it takes primary gene subset \( N = 500 \) and \( N=1000 \), and gives the result of freature gene selection method based on the classical harmony search algorithm (RHS). In order to avoid the influence of randomness of algorithm, RWBHS algorithm and RHS algorithm will runs 10 times.

(1) The classification accuracy
Figure 1 shows accuracy of the iterative process when algorithm in the \( N = 500 \) classification. We can observe the
convergence of RWBHS algorithm is superior than RHS algorithm from the chart. The average classification accuracy on 3 datasets are higher than RHS algorithm, it means that RWBHS algorithm has better global search capability.

Table 2 Comparison of classification accuracy (N=500)

<table>
<thead>
<tr>
<th>Data set</th>
<th>SVM(%)</th>
<th>RHS algorithm</th>
<th>RWBHS algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Best(%)</td>
<td>Worst(%)</td>
</tr>
<tr>
<td>DLBCL</td>
<td>75.6</td>
<td>93.3</td>
<td>91.1</td>
</tr>
<tr>
<td>Leukemia</td>
<td>55.9</td>
<td>97.1</td>
<td>94.1</td>
</tr>
<tr>
<td>ALL</td>
<td>68</td>
<td>98</td>
<td>97</td>
</tr>
</tbody>
</table>
Table 2 is the results of classification accuracy. We can observe that the accuracy rate of RWBHS algorithm can reach 100% in each experiment in the 3 data sets classification, it means that the algorithm has very strong stability.

(2) The number of feature gene
Figure 2 shows the iterative process feature gene subset algorithm of $N = 500$. We can see from the figure above, RWBHS algorithm convergence curve more smooth, the number of feature gene optimal feature search to the syndrome factor set was much less than that of RHS algorithm.

Table 3 is the results of feature gene subset search to the. We can see, the RWBHS algorithm could effectively reject noise and irrelevant and redundant genes, and could search on the DLBCL data set of 2, on the Leukemia data set of 2, on the ALL data set of 7, please see table 4.
Table 3 feature gene subset numbers (N=500)

<table>
<thead>
<tr>
<th>Data set</th>
<th>genes</th>
<th>RHS algorithm</th>
<th>RWBHS algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Best</td>
<td>Worst</td>
</tr>
<tr>
<td>DLBCL</td>
<td>7129</td>
<td>141</td>
<td>173</td>
</tr>
<tr>
<td>Leukemia</td>
<td>7129</td>
<td>152</td>
<td>167</td>
</tr>
<tr>
<td>ALL</td>
<td>12625</td>
<td>164</td>
<td>181</td>
</tr>
</tbody>
</table>

Table 4 the feature gene subset (N=500)

<table>
<thead>
<tr>
<th>Data set</th>
<th>Num</th>
<th>Gene sequence (Series)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLBCL</td>
<td>2</td>
<td>{555, 1790}</td>
</tr>
<tr>
<td>Leukemia</td>
<td>2</td>
<td>{5543, 1685}</td>
</tr>
<tr>
<td>ALL</td>
<td>7</td>
<td>{3331, 6583, 8615, 8063, 12305, 6628, 8556}</td>
</tr>
</tbody>
</table>

Figure 3 The classification results on DLBCL data sets

Figure 4 The classification results on Leukemia data sets

Figure 3 shows 2D \{555,1790\} scatter diagram which the optimal RWBHS algorithm searched in DLBCL data sets on the syndrome factor. Figure 4 shows 2D \{5543,1685\} scatter diagram which the optimal RWBHS algorithm searched in Leukemia data sets on the syndrome factor. The DLBCL data set which belongs to the 2 classification problems, Figure 3 shows that two sides of figure two class data clear and can be clearly separated. The Leukemia data set which belongs to the 3 classification problems, Figure 4 shows that first class data mainly concentrated in the lower right side of the graph, second kind of data are mainly concentrated in the left side of figure, and third kinds of data are mainly concentrated in the left side. By magnifying the diagram on the lower left
side, it can be seen that the second class two data and third kinds of data are very close and easy to cause the classification error.

Based on the test results, we get the following conclusions: 1) RWBHS algorithm is better than RHS algorithm in classification accuracy. 2) The number of feature gene obtained by RWBHS algorithm are significantly less than RHS algorithm.

CONCLUSION

This paper presents a hybrid method of feature gene selection. The first stage is based on the ReliefF algorithm, the sort of microarray data set, the ranking of N genes constitute the primary gene subset, second phase using the improved harmony search algorithm to select feature gene. Through simulation experiments on 3 public microarray data sets, results show that the classification accuracy of the algorithm can reach 100%, the number of feature gene and search less, is a feature gene selection algorithm, worthy of further theoretical study.
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