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ABSTRACT

This paper proposed an algorithm based on the ingaoHidden Markov Model (HMM) to achieve the Chénes
Named Entity Recognition (NER) in Nature Languagec®ssing (NLP) .It put forward three kinds of faami
recognition methods on the basic of summarizingtthié and difficulty of Chinese NER. The applicatiof the
Hidden Markov Model (HMM) based on statistical neethin NER was researched. It pointed out and armalythe
limitation of the conventional HMM. At the samedjraome improvements have been made in addition.
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INTRODUCTION

With the rapid development of information technglogthe amount of information increases expondutial
everyday. So it is more difficult to obtain useiinformation from those large numbers of informatidherefore, a
lot of information is needed to deal with. For exdenInformation Retrieval (IR) and Information Exttion
(IE) .The NER is the basic work in NLP, and it ag great role in many domains such as IR. Text
Classification Question Answering System and so on.

The NE which appears frequently in text is the pmyncausation that restricts the enhancement dfcypaal
precision. The quality of recognition will influead¢he participial precision at first hand. Moregveimfluences the
precision of Part Of Speech (POS) label and théagyanalyze. Relative to the English, it's a momuaus task to
identify the NE because of the characteristic oin€se Nature Language. So the research of recogratgorithm
of named entity is more important on theoreticghgicance and practical value.

2. Chinese Named Entity Recognition

2.1 Background and Status quo

The Named Entity is the primary carrier of inforinat Therefore the NER becomes the chief task fariation
processing. The Message Understanding Conferenc€jMibich is held by America Defense Advanced Readear
Projects Committee had performed 7 times from 18871998.In the 6th MUC held In September 1995, it
introduced the evaluating task of the NER[1],Itlinted English. Chinese and Japanese mostly. In the 7th MUC
held in 1998 ,the NE was divided into 7 kinds ,Bard_ocation Organization Data. Time. PercentageMonetary
value and so on[2].

The NER is a kind of especial pattern recognitiormecent years, many people are researchingiitedtit's early
to research the English NER abroad. Without pgititioroblem, it just needs to consider the charéstic of words.
The difficulty of English NER is lower relativelgo that the research had achieved a high levelesept. In the
MUC, the experimental results show that the prenisind recall rates are all about 97%. Becauskeofrtrinsic
characteristic of Chinese, researchers must andly@emorphology at first when they process the tekich
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increases the difficulty of NER. At present, theaarch of Chinese NER just enters an underway pfliasereports
about the precision and recall rates are about @4érally in inland and foreign country.

2.2 The Characteristic and Difficulty of the Chinese NER
The Chinese NER mainly relates to persdacation and organization. The inherent charactegrammar and
morphology determines that it's more difficult thentify them. As follows the difficulties [3]:

@ In different scene and field, there is much divgrsi the extension of NE.

@ There are so many entities that they can’'t be enatad one by one. Without doubt, a lot of entitias’t be
embodied in dictionary. because person, locati@haxganization are infinite aggregate,

® The names of some kinds of entities change frettyyeand there is no strict rule to follow.

@ There are many diversiform expression forms.

® It's become abbreviation when it was used afterfitst time.

2.3 The M ethods of Chinese Named Entity Recognition
The methods of Chinese NER are divided into thypeg as a whole. The first type is the method basedules.
The second type is the method which is based dist&taand the third type is the method based desrand statistic
together. The second and the third type are useergiy.

The method based on rules:

This method need to construct rules template aidlfy with analyzing the intrinsic and extrinsibaracteristic. It
identifies these NE through matching those ruld®e &xperiments have show that this method has grigtision
rate and efficiency in small rules. But by the mrasf limited overlay rate of rules, it isn't trgiiantable. On the
other hand, if the language experts need to conwgnile construct accurate rules, they must investigatd
understand theontext, which will cost much more manpower anduese. For instance the Proteus System [4] in
New York University, the NetOwl System[5]of IsoQuésc, and the FACILE System[6] in Manchester Unsity

of Science and Technology.

The method based on statistic:

The method means that it not only need to labetdabged data but also count the probability ofwloed which is
belong to the NE with training the sample. If tlesult is bigger than the certain numerical valbentthis word is
identified as the NE. Compared to the method basedules, this method based on statistic is stroagd more
flexible and more transplantable. For the momentraasing models based on statistic are used iNER. For
example HMM, Maximum Entropy Support Vector Machines , Decision Tree and so on.

The method based on rules and statistic together:

Making use of rules and statistic together, ondihe hand, it can reduce the complexity and blinslioéshe method
based on rules through counting the probability.t@nother hand, it can play down the requiremérsize of the
tagged data set through reusing those rules. Sortéihod is used generally in practice.

3. TheMarkov Model And TheHidden Markov M odel

The Markov Model (MM) and the Hidden Markov Mode&lNIM) based on statistic are used to describe sgiitha
process .They provide the technique of recogniigstem that is constructed automatically througining the
probability of the data. These models are appledarious fields of NLP. They have become the nmaéthods of
NLP based on statistic and they are one of thet fi@aests certainly.

3.1 TheMarkov M odel

The Russian chemist named Markov put forward thekmMaModel in 1870, which is used to depict thewsste
information of stochastic variable [7].It is regaddas stochastic and finite state automaton. Tiseaeprobability
between the transitions of every state which isluseexpress the possibility of the state transitid there are N

numbers stateS;. S. ... S, » with time go ahead, the system transfers from ¢ete $o the other state. When the
time isT, the state is described @s The current state and all expected states aw¥ided with this method in the

system. Namely, the probability of the st&tehen the time i lies on those states at the timelef2.... T-1, and
the probability is:

P@=Slg.= S 9= S) (1)

In the especial condition, if the state of the egsiat the time of correlates to the state at the timet-df merely,
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then the system can form a discrete Markov chain:

P=S|e= % Q.= 8.-)= R& 9.0 ;) (2)
More, with considering the stochastic course wiécindependent at the time of

P(@=S[¢g.= 9= pls ik N (3)

The stochastic course is a Markov Model, and thebability of the state transitiors{ ) must ensure these
conditions:

a; >0 Zaﬂ =1 (4)

For instance, at the period of time, the weathdeicribed as three states Markov Model [8]:
State 1: rainy or snowy

State 2: cloudy

State 3: sunny

The possibility of the state transition procesdascribed as this matrix:

0.4 0.3 0.
A=[g]=|02 0.6 0.2
01 0.1 O.

If the first day is sunny, according as this motlet, possibility of the weather is “sunny ,sunrainy, rainy, sunny,
cloudy, sunny” in succedent seven days:

POIM)=P(S, 9 & 5 S:5,5:F M
=P(S)x R S| 9% P & P8 (RIS)S ( BISXS( R 9 S( P~
=IX g X 8y, X 85X 8% X X Ay
=0.8x0.8x 0.k 0.4 0.8 04 0.2

=1.536x 10*

3.2 TheHidden Markov Model

In the MM, every state expresses a observable gwdrich limits the applicability of the model. Ihe HMM, the
observable events are stochastic functions ofsstateerefore, the model is a double stochasticga®micand the state
transition process can't be observed. So nothinghsuoutput values of the each moment [8] canliained.

The HMM can be expressed by the compages withdiements (S,K,IT,AB) . S={S,,...,S}, The Sdenotes the
finite muster of statesk= {Ky,...,Ky},The K denotes the observational sequentt={ = }. i €S,The II denotes
the primal statesA={a;} - i~ j €S,Thea; denotes the probability of the state transitiamfS to §; B={by} . iES.
k€K , Thebj denotes the output probability frofito the observationa;.

On the assumption that there is a observationaiese in length.: O=(0,, *--O.), in the model #={S, K, II,

A, B}, the stateX=(X;, ---X.) is a hidden stochastic process made up stochastic variables. In the HMM, the
probability of state sequence is:

P = (X[0, ) = P(xifo. i P (% Xislo, #) )

3.3 TheViterbi Algorithm
The process of finding solution is to working-ol toptimum state sequence making use of the Vigdgoirithm in
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the known HMM. If the position is at thenode at present, then the probability of the hidstate is:

0, () = max P(X,...X;_;,0,..0,_y, % =i|u) (6)
Begin:

1. 3M=7 )

2. O/ (t+1 :]Tk%éj (Da;b, 1<i<l+1 (8)
3. Save the best process? (t +1) = m(a'zl(é_j (Da;b, l<sisl+1 (9)

4. Ifitisn’'t end, then switch to the second stefentvise switch to the fifth step;
5. a =maxo (t+)l<i< N (10)

3.4 The Improved Hidden Markov M odel

The traditional HMM is based on the assumption thatnext state depends on the previous and thentstates of
events .It only takes into account the current wiafthence and the current mark, and finds thetieiabetween
words with neglecting the direct influence of ttmntext. Therefore, the model will be in face oftj#ple and label
difficulty in the NER.

In HMM, the observed event's stochastic processtighastic function with the hidden state transitidt
corresponds to the output probability matrbg][ from states to events in the HMM. The observadlent is
influenced by fore-and-afil states, and it is a stochastic function of thidsstates. Similarly, a hidden state can
influence fore-and-aflN events. The influence space of the hidden staté=8S+1, and there ar@S+1 events
influenced in the fore-and-aft window. RespectiyalyteriorSstates. current event and latt&states.

The observable sequenceds(0,:*+,0,).In the model: ,the hidden state sequenceXis(x,***,X.). The probability
of this state sequence can be expressed:

L
P = (X[0.40) = P(xJo. 4[] P(X.afx,0.4) @

Lookup the most possible count routg,egmaxp(x‘o”u), When stochastic event sequence is ascertaineel , t
X
maximum is foundiargmaxP(X,O\,u) .In this text, the current state is influenced byefand-aftN=2S+1 events:
X

Ois -‘Ois. Well then, the optimum state sequence is foundnbiing use of the Viterkalgorithm, and the second
step is transformed to the form thereinafter:

o(t+1)= ]rg(%dj (Ha;bik j12

b'ik —= 1:1(bi(k—5))* L fs+1(bik ) LT f25+1(bi(k+5)) (13)
fou (By) = by =

— 1
fl (b| —(k—s)) ~ log(bi-(k-s)) (15)

— 1
f23+1(bi(k+s)) ~ log(bi+s)) (16)

DISCUSSION
The diversity is the most significant features lod butput model comparing with traditional HMM. Timeproved

HMM makes many outputs of events aiming at the esuristate, and the optimum state sequence canuoel fo
through counting the statistical dependent conaedbetween the NE and the context .Except for Hagacteristic
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of word, the influence that the context acts onwmwed must be taken into consideration. It is hdlph doing
correct labeling and the lexical analysis. Withguiestion, the accuracy of the NER has been enhainctuds
algorithm.

CONCLUSION

The improved HMM can give dual attention to thereleteristic information of the context in the peigile and the
labeling process. Therefore, it displays bettefgrerance and higher accuracy comparing with trad@ HMM.
Meanwhile, it has higher precision and recall rateshe NER. The experimental results show thdtais more
important practice significance in the NLP techmggio
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