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ABSTRACT

This paper proposes a new region-based active contoodel for image segmentation, which is robust to
background difference and intensity non-uniformiipe proposed model is different from other geneegion-
based models: Firstly, SRG model is added to thensatation as a pre-segment process; Secondlyjdssirg) of
intensity and gradient variation of the differenput images and regions, we using the contour efgagmented
region’s contour as the iteration source, it make evolution be robust on condition of the noiseé iensity non-
uniformity; In addition, the gradient informatiomd the pre-segmented edge information are comkimesggment
the region, this process enhances the ability @twang the complex topological structures and makihe edge
more accurate and stable. Experiments on the nhiorages demonstrated the desired segmentatiomnpeaince

of our proposed model for the image with intensap-uniformity.

Keywords: Image segmentation, Active contour model (ACM), &Sesgion-growing (SRG), Active region, Image
gradient.

INTRODUCTION

The aim of image segmentation is to divide an image different categories based on features, siscintensity,
color, histogram or context, where each pixel ia ttmage should belong to one class and only orss.clais an
essential issue since it is the first step for imagderstanding and any other, such as featuracsixtn, recognition
and matching, heavily depends on these resultsn®tine last few decades, many segmentation metmeeks been
extensively proposed in the literature. Seededoregjrowing(SRG) model is a hybrid method proposgdRb
Adams and L. Bischof [1]. This algorithm is robtstthe large variety of images because the chaistits of rapid
and free to tune the parameters. However, thetsmleaf the initial seeds influences the segmeaotatesults very
much. How to assign the initial seeds and threshelcomes the major topic in SRG. Chung-Chia Kawedgat
using the fuzzy distance to determine the diffeeeetween the pixel and region in the consequenbmegrowing
and the difference between two regions in the regierging. Guoying Zhang etc.[3] use the Seed Regiud
Boundary Growing (SRBG) method to segments eaclblbuteparately instead of operating on the wholegen
All the SRG and SRBG model are all for the purposéinding out the exact region of images accordioghe
inner and outer information of the segmented im&yg, when the image is complicated and the regiay of the
image is similar to the background, the segmemairocess become more difficult to realize.

Active contour model (ACM) is another well-known thed that has been widely used as a tool for image
segmentation. Its success is attributed to thetlfadtit can evolve a contour under some consgaifien extract the
desired object. The existing active contour models be categorized into two classes, the edge-basdels [4]
and the region-based model . The former ones ewbl/eontour towards the boundaries with sharpigrasi by an
edge detector function. The region-based activéocmrmodels have several advantages over the eapdtones

as follows: Firstly, the region-based models utilithe statistical information of the sub-regionkelad by the
contour to control the evolution. So they are maneust to noise and perform better with the wealrnaries.
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Secondly, they are less sensitive to the locatibthe initial contour. One of the most popular migdes the
Mumford—Shah’s model [5], which approximates an gmdy using a piecewise smooth function with a tleng
penalizing term. Extended from this model, the Ghé&se [6] model approximates an image by two-phase
piecewise constant function. The energy functiothef CV model is minimized via the gradient desaiation
with respect to the level set function. To représealtiple regions, the authors in [6] proposedexewise constant
(PC) model based on the CV model by using a mwdsphlevel set formulation. However, this is notafs/ the
case when it comes to the background complicatedy@® For practical application, many works [48]7have
been reported based on Mumford—Shah function.

Commonly, the natural images have many regions,thaedcharacter of the regions is different fromheather.
Directly using the ACM based model may cause tlygnemtation result different from our purpose olgdmcause
of the inhomogeneity of the image regions. The SRgalel has the ability of finding out the homogereoegions
of the image, and each calculating result of SRG the similar characterization in gray level anargetric
position. In this paper, we’'ll use the SRG moderdughly segment the image, and then using the A€Neal
with each result region of SRG. The rest of thipgyds organized as follows: In Section 2, we ghwe review and
analysis of ACM model and region-growing model. Atieen the limitations and results of these modeés a
proposed according to our experiments. The algoritth active background segmentation using the skeetgion
growing and ACM is introduced in Section 3. Sectibis the implementation and experimental res@eztion 5 is
the summarization of the proposed algorithm.

2. The review of region-growing and active contoumodel
2.1 Seeded Region-Growing
After Rolf Adams and Leanne Bischof [1] have githa region-growing model, a lot of study has beenedbased

onit. Let T be the set of all unallocated pixels that borddeast oneA region after m-times iterations:
n n
T={XDU AINGNOU Aico} (1)
i=1 i=1

where N(X)is the second-order neighborhood (8-neighboursixél X. If N(X)are intersect only one labeled

regionA, then define the labdl(X) D{l, 2, ,n} to be an index such thhl(X)ﬂ Ay = @. If N(X) meet two

or more regions, then the difference should benéefito decide which region it should be. Gomez@adzalez [9]
has given the difference measure function to deeitieh region th point should belonging to.

o(x, A)=| g%~ meap, ;[ 6 ) @

and then using the measure function to minimizefdiiewing function:

i(x) ={i INO A 2 @05(x) @)

Because of the existence of transitional regionghim images, Frank Y. Shih etc.[10] consider of 83
neighborhood of pixeX , and calculate the standard deviations of thel lotage regions.

_ 13 —\2
o, = 5Z(x-><) (4)
i=1

9
whereX = 12 X . Then they use the normalized deviation to detirgecondition for the seed pixel and apply the
i=1
seeded region growing algorithm to segment the an&gsed on this model, some researchers [10-t#¥daat
finding the best measurement of the difference betwseed pixel and its adjacent, or using the glpbel
characters and statistic characters of image.
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Fig 1 the rough image, edge pixels and inner pixets the image

In fact, the SRG model is based on the conditia@i the regions of image are homogeneous in grag.sBait,
when we deal with a natural image, the regions i@ycontext regions, transitional regions, or homeges
regions. If the SRG algorithm has been directlydusethe image, the stop condition may be matchexhs local
regions of the image, and this may causing ovemsagation of the image. For the purpose of avoidirggfalse
stop condition appears in the processing of regimwing, we divide the image pixels as region inpeels and
region edge pixels by using the gradient threshbidhage as Fig.1 shows. In Fig 1, the thresholtiésmean of the
total image gradient. Seeing from the result, vay reasily found that the segmentation of imageiss fo divide
the edge pixels of the image according to the ¢gagl characterization of the inner pixels. On thimdition, the
characterization of inner regions and edges maydesidered at the same time. Contrast to the simgler
character based algorithms or the edge charagerithims, this algorithm using these two charactgrthe same
time, and it may also give the algorithm more stgadd in decision. In fact, the segmentation of ienagpy be
simply defined as the partition of all the edgeafsxinto the inner pixel classes according to thengetric character
and gray level character.

2.2 The review of active contour model and level sbased segmentation

As the above analysis of the image gradient, aeddiliding of the pixels, we may simply assume pirels’

gradient below the mean gradient of the image ashttimogeneous regions. Then the only problem is inawy
regions or classes there are. As to the model &,3Re main problems are the seeded pixel anchtiestiold value
choosing. Unfortunately, the inhomogeneity of tldges pixels, the difference of gray value betweagiors may
vary from different gray regions. Fig 2 shows thadr gray histogram of the image after dividingaading to the
image’s mean gradient. From the histogram, we mapnd one region of the may exist between the atgions,
and the edge may be formed by many kinds of grigrdince, let alone the transitional and noisingiatls near
the edges.

0.025

0 50 100 150 200 250 300 0 50 100 150 200 250 300

a b
Fig 2 The region inner histogram after divided by he gradient (a is divided by mean-gradient and b igivided by 1/2 mean gradient of
image)

The ACM based algorithms [13-15] aimed at lookingd particular partition of a given imadéX) into two kinds
of regions, one representing the objects to bectiteand the other representing the backgrounda given image
| (X) on the image domai , they propose to minimize the energy function:

(9= g de Af (K3~ ¢ d ()

ut( C)

E®(6, ¢, O =4

in(C)

Adding with the length and area of region they hope to control the smoothness of the bayndaen the energy
function became into Eq.6.
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((3- ¢’ d

cv — - ¢c)
E (CU CQ’ C) - Al.[in(C) ( I(X) Q) dX+/12J.out(C) (6)

+uLengti Q+v Areé if §)

Using the level set to represent C the zero lesebka Lipschitz functiog X) , and then the energy function may
be written as:

EV(G, 6.9 = Af_ (109~ 6) H@(R) dxr A,[ (K3~ ¢ (1= He( ¥) d

@)
+ 1 S| DR v [ H(eA ) dx

where H (¢) and O(¢) are Heaviside function and Dirac function, respetyi.

To overcome the difficult caused by intensity imfugeneity, Li et al. proposed the local binaryirfigt (LBF)
model [16, 17], which utilize the local intensityformation to fit the energy function.

For all the center point x in the image don@n the energy function is defined as:

EF(C, 40, N =A[ [ o Y((I= {3 HaA 9 df o (
1, | [ 90 M) = L)@~ Hg( W) ay o

8)

where g(X— y) is a Gaussian weighted coefficient of the locabmmfiation. Because of using local region

information, specifically local intensity mean, thdF model is able to provide desirable segmentatio

results when the image is two phrased. From thdyaisaof the above models, we found that the seed
region-growing model is using the local informatiouch more than the ACM based models, and the ACM
models considered more total information than seedion-growing model in image segmentation.

Combining of these two kinds of models, may leadthe better results in image segmentation.

3. The proposed algorithm based on SRG and ACM/CV odels
Threshold is a pixel classification process to tifenhe pixels of a given image into two classigse pertaining to

objects and those pertaining to background. Giveimput imagef , the threshold segmentation is defined as:

a b c
Fig 3 The SRG based region growing result (a. thesed point of the input image; c. the result with treshold 10; d. the result with
threshold 40)
(% ) LExy)=T ©)
g(xy)= 9
0, f(x,y)<T

Comparing to the SRG theory, LCV/LBF/LGIF theorg drased on the hypothesis that one image haveinds kf
regions, the segmentation of the image is to firelldest segmentation of these regions. For theoparpf realizing
the segmentation of the multi-phase image, we @etidsegment the multi-phase image into nearly plvase
images, and then use the active contour algorithmealize the segmentation of the whole image. @asethe
above assumptions, the next step is to dividerfage into a serial of two-phased images. This [@%ing is very
difficult if we directly use the general algorithof SRG, because of unknowing the region number ted
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distribution of the image gray levels. From Fig)léad Fig.2(b), we roughly divide the image’s gtayel into 5
classes according to the Gaussian distributionachearization. The simplest way of dividing the iragray is to
divide the histogram from the lower gray levelhe higher gray level or on the contrary.

@)

Fig 4 ais the histogram and the extraction of thérst two-phase gray scale; b is the result of thextracted image; c is the LGIF segment
result of the image lower gray parts

According to the above analysis of the two-phasagenextraction, we give the experiment result mm4c). From
the segmented result, we may found there are sornagwegions been segmented. The following stefhes

extraction of the reasonable regions. Given a gmje image, a gradient is represented by its twta@tG, and

verticaIGy components. Given a gray level imdgg,,, , we take the magnitude of the gradient as:

G(mn=yG(mY+G(mff, w12 N m12. 0 (10)

For the purpose of estimating the stability of thgions after each segmenting, we use the coincédeegree
between the edge of threshold segmented regiothangiadient as the stability of the segment reHute stability
is higher, the region would be extracted from thege and the histogram, before the next segmentalfioe
calculation of the normalized stability may be siyngefined as:

1
tab = E
Stab = S ount Edgg) m,;g am i Edge( m o

whereQ; is the ith region of present threshold segmentesiilts; G(m, n)is the magnitude of the gradient;
Count( Edgg ) is the pixel number of2,’s edge; thdedge, ( m nis defined as a binary function, when the
point( m, n) is on the edge &, , the value is 1, otherwise 0. Fig.4(d) shows thbibty of the segmented regions.

e, (my=)' 1) )

) (12)
1, otherwise

When the region stability has been calculated aliagrto equation (13), the next step is to extthetstable region
from the image.
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o 20 40 60 80 100 120 140 160 180 200

Fig 5 The extracted regions of the lower and uppewo-phase images (a is the lower gray range, b ise upper gray range, c is the sum
edges of lower and upper sides, d is the normalizepladient of the region edge)

4. The design and realization of active region bademodel

In this part, the process of image segmentatiohbgilpresented, according to what have been statedrt 3. The
process may be divided into three steps:

(1) For the purpose of avoiding the noise, the ienstgould be smoothed using the gauss kernel fumctio

(2) Choosing the seed pixels;

(3) Considering the histogram of the image andifigdhe threshold of SRG, and pre-segment the &gipn from
the processing image;

(4) Using the adjusted ACM model to divide the loeggion into two main regions. Fig.4 is the maiogess of
segmentation:

Statistical analysis of the pre-segmented
region
Pre-processing the image ¢

(grayscale exchange, low-
pass filter et.al)

v !

Statistical analysis of the input image apd Choosing the start region of iteration and
finding the seed point and threshold get the segmented result of ACM

Input image

A 4

Choosing the Control strategy
to control the iteration

o

detect the similarity between each currgnt
seed point and the corresponding neighbaors T
Extract the segmented region from thq
¢ raw image and put the un-segmented

region back to the image

Pre-segmentation of the input
image

Fig 6 the main process of segmentation

4.1 pre-processing of the input image

Often, image noise and blurring cause errors iforegrowing leading to the segmentation differefroen different
backgrounds. The initial seed pixel should havéh lsignilarity to its neighbors [18] and not on ttaige or detailed
region. Therefore, the criterion of the initial deeselection in [2] is that

If min(NCE ;, $; )2 [T, , then , is a seed, (13)
whereTi’j is a threshold determined by a fuzzy rule basevtidagetting the edge point of the imagﬁ];j is a fuzzy

similarity between each current pix# ; and the corresponding neighboi,, N=1,2,...,€and X .,,are nine

pixels in the sliding window whose Center)'(§1. and the mean of their vector, respectively. is set to 0.4 in the

common case.
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_a 1& (1% T Xren
S,j —1_5; mln(”W—r” ,]J (14)

S
The seed choosing is also an important part innoaniel, so we choosing the way as [2] the stanttadtetermine
whether the point is the seed pixel. As to theshodd Tu of equation (13), we choose thex Swindow. As to the

smooth kernel, for the purpose of avoiding beirflyanced by the noise of the image, we choose tbeage kernel
as ACM model does.

4.2 Grayscale threshold-choosing and region-growing
In this step, the seeded regions grow pixel by Ipif@d using the pixel label way to detecting thegion, and

dividing the neighbors of one pixel into three cagfter the pixel is labeled to one region, thegnove it fromH

and add the unlabeled neighbors ihto Thus update the region mean vdRhg, m=12,3,...,M. The region
growing step works iteratively until H is emptye.i.all pixels in the image are labeled. Becauséhisf region
growing ways need to adjust the mean valRiein the step of segmentation, our purpose in regiomwing is to get

the rough region of what we want to segment, soneed only to take a seed pixel and growing it. $tep of
growing process may be simply divided into foupste

(1) Choosing the seed pixel of region growing;

(2) Choosing the threshold of this region growiegading to the histogram of the input image;
(3) Finding the similar pixels of the image withire threshold and its adjacent;

(4) Extracting the region from the image.

Histgram of the input image
-~ —— 1800
1 1600
4 -

2
8
8

-

8
8
8

count of different gray level (n)

(©)
Fig 7 the main process of segmentation using regigrowing, (a) rough image; (b) the rough image’s Istogram; (c)the seed point and
segmented region in binary image; (d) the region’sough grayscale of image

We considering the histogram of the input image elmaosing the threshold as about 20% grayscalesrahthe
image as the threshold. The input image for exanfie5 (a), the grayscale ranEQO, 177], seed pixel's
grayscale is 125, and the image total pi86x 313= 9577, the point count is (17):

[ 125+threshold

count( DJ (15)

i=125-threshold
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where count( i) is the statistic histogram value of the input imageour experiment we've been used the threshold

20, 25, 30 and 35 to testing the segmentationiabelt of the segmentation has only about 20% rdiffee in result
region area. Fig.5 shows the process of seed ragiowing segmentation when taking the thresholdw2ib
absolute image gradient.

4.3 The process of segmented region and iteratioms&ed on ACM

In most study of image process, the image and negie considered as matrix, when the region isanotatrix
region, the difference of the background and tlygsmted region may causing much contour in thegasing. The
first step of our model is to deal with the edgetef segmented region and cancel its influencéeniteration of
ACM. In the iteration of ACM, it using the forwaehd backward gradient to calculate the contouhefitnage, for
the purpose of making the iteration converge toitiner region of the pre-segmented area, we cdétle inner
contour and control calculating of the parametet®eding to the inner of the pre-segmented region.

)
Fig 8 The contour of the segmented region: (a) treegmented region and edge contour; (b) the inner stour of the segmented region

After dealing with the contour of the segmentediorgwe use the energy function as Eq.8 to caleutht
minimizing energy of the segmented region. The Gdumn of Fig.7 is the segmented results of tipaif image. In
the experimentation we choose the threshold ofapag as 20, 25 and 30 to pre-segment using SRG uging the
parameters for the ACM model as:

A =A,=1,4=1,v=0.01x 255« 25! At =0.1,itertimes=100.

In our experiment, we are aimed at segment thewhézh contains the seed pixel, after the iteratitop, we must
get the segmented area from the image accorditigetoontour and edge of the pre-segmented regidrilastated.

Fig 9 the result of segmentation with different grgscale threshold as 20, 25 and 30, the first colunis the SRG result in different
threshold and the LGIF segment result, the seconcbtumn is the segmented region of the same seed piaad different threshold
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Fig 10 is the result of the rough image using ACBF and LGIF. Comparing the result of this threedwmits result
to the result of Fig 9, we may found that the rissaf ACM and LGIF are similar to the result of auodel, and the
LBF result is very different to others.

(c) (d)
Fig 10 the result of ACM, LBF and LGIF: (a) input image; (b) ACM result of 1000 times iteration; (c) IBF 1000 times iteration; (d)
LGIF 400 times iteration

DISCUSSION

In this section, we will give the discussion of #perimental results of the proposed algorithni.tRe purpose of
comparing the stability of this model to the ACMBIE and LGIF, we choose the segmented region’sréifiee as
the standard of the stability. When the input imeglarge, the time consuming of iteration becon®y long. The
calculation of the difference is defined as:

diff (i) =area(i+1)— area() (16)

where ared( i) and area( i+1)is i,i +1times iteration result of the region where the oantand edge enclosed

and the seed pixel is in the region at the same.tkig 11 shows the convergence processing of ACBF, and
LGIF.

x 10" the region area contain the seed pixel

10 T T T T T T

9r «— LGIF iterative -
ko) « LCV iterative
é 8n ~ LBF iterative -
o
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o T 7
@
=
o 6 4
e
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§ 5 i
3]
&
g 4 4
<}
@
s 3 q
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s 2 i
o
o

1 4

0 . . I I I

0 50 100 150 200 250 300 350 400

1-400 times iteration

Fig 11 The segmented region of ACM, LGIF and LBF &agr each iteration
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Fig 11 and Fig 12 show the convergence processinguo model, for the purpose of comparing to thewb
mentioned models (LCV, LBF, and LGIF), we choosettireshold as 20, 25, 30 and 35 to iterate 406stim

x 10° the reglon result of each iteration using LCV model
4.5 T T T T T

~ threshold 20
4 4
«~ threshold 30

35 « threshold 35 -+
3 =

M | ”M“ \HHH\ W'I H” LI W (iTmRvH ””w
j ‘UuuHJuuu Ll uu“l‘h\ﬁum‘m‘t

b f
|
|

0 I I I I I I I
0 50 100 150 200 250 300 350 400

times of iteration 1-400

count of the region gott from the pre-segmented region

Fig 12 the process of LGIF after the segmentationf GRG

Comparing these two kinds of segment process asultrevhen the threshold is 20, 25, 30 and 35,rdugons’
much of the contour is in critical threshold. Whine threshold reached to 40 and 45, the iteratamverged
quickly, and the region difference has only abdi®olin pixel counts.

CONCLUSION

In this paper, we proposed a new region-basedectwmtour model for image segmentation, which susb to

background difference and intensity non-uniformitye proposed model is different from other geneegion-

based models in three ways. Firstly, SRG modetlded to the segmentation as a pre-segment pro&ssyndly,
considering of intensity variation of the differeimput image we using the contour of pre-segmeméggon’s

contour as the iteration source, it make the eiaiube robust to the noise and intensity non-unifoyr; In addition,

the gradient information and the pre-segmented @digemation are combined to segment the regiois, phocess
enhances the curve’s ability of capturing the campbpological structures and making the edge raoceirate and
stable. The experiments on the natural images dstnraded the desired segmentation performance opryrosed
model for the image with intensity non-uniformity.
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